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UNIT - 4 : MATRICES [JEE — MAIN CRASH COURSE]

Definition

A rectangular array of symbols (which could be real or
complex numbers) along rows and columns is called a
matrix.

Thus. a system of m X n symbols arranged in a
rectangular formation along m rows and n columns and
bonded by the brackets [-] is called an m by n matrix
(which 1s written as m % n matrix). Thus,

di1 42 Qin
ayy dyp v Ay | ‘

A=| ... .. |isamatrix of order m xn.
R T Qpnn _

In a compact form the above matrix is represented by A =
[a,). 1 <i<m,15j<norsimply [@;;]1xn- The numbers
ay. . -... etc. of this rectangular array are called the
elements of the matrix. The element a;; belongs to the ith
row and jth column and is called the (i, j)th element of a
matrix.

Determinant of Square Matrix

IfA= {ﬂ b] then determinant of A is written as Al =

¢ d
a b = det (A).
c
Notes:

o IfA, A, ..., A, are square matrices of the same
order then IA\A, -+ Al = |A|l IA)] --- {4,].

e If k is scalar then kAl = K"|Al, where n is order
of the square matrix A.

Classification of Matrices

Equal matrices
Two matrices are said to be equal if they have the same
order and each element of one is equal to the corresponding
element of the other.

Row matrix

A matrix having a single row is called a row matrix. e.g.,
LL & & 2

Column matrix
A matrix having a single column is called a column

2
matrix, e.g.. | 3 |-

5

Square matrix
An m X n matrix A is said to be a square matrix if m = n,
i.e., number of rows = number of columns.

The diagonal from the left-hand side upper corner
to the right-hand side lower corner is known as leading
diagonal or principal diagonal.

Diagonal matrix
A square matrix all of whose elements, except those in
the leading diagonal, are zero is called a diagonal matrix.
For a square matrix A = [a,],,, o be a diagonal matrix,
a; =0, whenever i # j.

A diagonal matrix of order n X n having d, d,, .... d,
as diagonal elements is denoted by diag [d,, d,. ..., d,).

Scalar matrix
A diagonal matrix whose all the leading diagonal elements
are equal is called a scalar matrix.




For a square matrix A = [a;], ., to be a scalar matrix

a;= {0‘ t# ) . where m 2 0.

m, 1=j

Unit matrix or identity matrix

A diagonal matrix of order n. which has unity for all its
diagonal elements, 1s called a umit matrix of order n and
is denoted by /..

Thus. a square matrix A = [a;],, ., 1 @ unit matrix if
L. i=j
a;= { . =
0, 1#]

Triangular matrix
A square matrix in which all the elements below the
diagonal are zero i1s called upper triangular matrix and a
square matrix in which all the elements above diagonal
are zero is called lower triangular matrix.

Given a square matrix A = [a;],, .- for upper triangular
matrix, a; = 0. i > j; and for lower triangular matrix. q;; =
0.i<j.

Null matrix
If all the elements of a matrix (square or rectangular) are
zero, it 1s called a null or zero matrix.

For A = [a,] to be null matrix. a,; =0V i. ;.

Singular and non-singular matrix
A square matrix A is said to be non-singular if |Al # 0, and
a square matrix A is said to be singular if 1Al = 0.

Trace of Matrix

The sum of the elements of a square matrix A lying along

the principal diagonal is called the trace of A. 1.e.. tr(A)
Thus if A = [a;], ., . then

"
IF{A) = Za“ :E?]]+ﬂ21++ﬂ

i=l|

HH

Properties of trace of a matrix

LetA ={a,],.,and B=[b,],,, and A be a scalar, then
o tr(AA) = Atr(A)

o (r(A + B) =1tr(A) + tr(B)

e (r(AB) = tr{BA)

Algebra of Matrices

Addition and subtraction of matrices
It A = [a,l, ., and B = [b], ., are two matrices of the
same order. their sum A + B is defined to be the matrix of

order m x n such that (A + By, =a;+ b;; fori=1,2..am
andj=1.2.....n
Notes:
*  Only matrices of the same order can be added or
subtracted.
e  Addition of matrices is commutative as well as
associative.

Cancellation laws hold well in case of addition.
Thatis A+ B=A+C=8B=C

Scalar multiplication

The matrix obtained by multiplying every element of a
matrix A by a scalar A is called the scalar multiple of A by
Aand is denoted by 1 A. ie..if A = [a;] then AA = [Aa,].

Multiplication of matrices

Two matrices A and B are conformable for the product
AB if the number of columns in A (pre-multiplier) is same
as the number of rows in B (post-multiplier). Thus. if
A=la,l, ., and B=1b ], ,are two matrices of order m x
n and n X p respectively. then their product AB is of order
m x p and 1s defined as

mb

n
[AB}U' = Zairbrj = a:'lblj + ailb?_j Tt @y, by,
r=]

- -

by

= a; a; - a,,] | B2

b:rj

L ~l

= (ith row of A) (jth column of B) (1)
i=1L2.....mandj=1.2.....p

Notes:

e Commutative law does not necessarily hold for
matrices.

e If AB = BA then matrices A and B are called
commutative matrices.

e |[If AB = —BA then matrices A and B are called
anti-commutative matrices.

e Matrix multiplication is associative A(BC) = (AB)C.

e Matrix multiplication is distributive with respect
to addition, i.e., A(B + C) = AB + AC.



e The matrices possess divisors of zero, i.e.. if the
product AB = O, it is not necessary that at least
one of the matrices should be zero matrix. For

“
example, if A = 0 2 and B = Lo . then
0 UJ 0 0
AB = r} U] while neither A nor B is the null
0 0

matrix.

e Cancellation law does not necessarily hold. i.e., if
AB = AC then in general B # C. even if A # O.

e  Matrix multiplication A - A is represented as A®
Thus A" =A - A -+ n times.

o If A = diag.(a,. a;. a4, .... a,) and B = diag.(b,,
by. by, ..., b)), then A - B = diag.(a\b,. a.b,. ....
a,b,). Thus A" = dign(a,", a,". 4", .... a,")

e If A and B are diagonal matrices of the same
order then AB = BA or diagonal matrices are
commutative.,

e If A and B are commutative then

(A+ B =(A+ B)A + B)
=A’+AB+ BA + B°
= A’ + 24B + B’
Similarly, (A + B)' = A* + 34’B + 3AB’ + B".
In general, (A + B)" = "CA" + "C,A" " 'B +
"C,A" "B + ... + "C B"
Matrices A and [ are always commutative. Hence,
I+ A" ="Co+"CA+"CA" + - +"CA".

Transpose of Matrix
The matrix obtained from any given matrix A. by
interchanging rows and columns. is called the transpose
of A and is denoted by A",

A o
If A = [agl, «,and A" = Ib”! then b, =a,. VI ]

n o=

4 7
. then AT = I i
2 5 8
Iuc3

Ix2
Properties of transpose

|
Forexample. itA= |4 5§

7

[

= 4]

o (AT =A
e (A+ B =A" + B". A and B being conformable
matrices

. {MJT = oAl o being scalar
e (AB) = B'A". A and B being conformable for
multiplication (reversal law)

Special Matrices

Symmetric matrix
A square matrix A = [a;] 15 called a symmetric matrix if

a,;=a;torally ¥ = 1
For example. the maiix A = (| 2 § | 1Is
. & =2
symmetric. because a;» = -1 = @, a3 = | = a;,. a» =
g H_:':

For symmetric matrix AT=A,

Skew-symmetric matrix
A square matrix A = [a, ] 1s a skew-symmetric matrix if a;,
=—a, forall i. .

[ 0 2 -3
Forexample.the matix A={_> (o 5 | 1sskew-
{ 3 5 0
symmetric.
For skew-symmetric matrix A' = -A.

Adjoint of square matrix

Let A = [a; ] be a square matrix of order n and let €, be
cofactor of a; in A. Then the transpose of the matrix of
cofactors of elements of A is called the adjoint of A and 1s
denoted by ad) A.

Inverse of matrix

A non-singular square matrix of order n is invertible 1f
there exists a square matrix B of the same order such that
AB = [, = BA. In such a case. we say that the inverse of A
is B and we write, A~ = B. Also from A(adj A) = Al [, =

1
(adj A) A. we can conclude that A™' = i adj A.

Properties of adjoint and inverse of a matrix

. Let A be a square matrix of order n. Then A(adj A)
= Al I, = (ad] A) A.

2. Every invertible matrix possesses a unique inverse.

3. Reversal law: If A and B are invertible matrices of
the same order. then AB is invertible and (AB)™' =
B'A
In general, if A. B, C. ..., are invertible matrices
then (ABC -y = ... C'B'A".

4. If A is an invertible square matrix. then A" is also
invertible and (AT)”' = (a™")".

5. I A1s a non-singular square matrix of order n. Then
ladj Al = 141",

6. Reversal law for adjoint: If A and B are non-
singular square matrices of the same order. then
adj - (AB) = (adj B) (adj A).

7. If A is an invertible square matrix, then adj(A") =
(adj A)".



10.

If A is a non-singular square matrix. then adj(adj A)
= A" A
If A is a non-singular matrix. then prove that 1471 =

Ar'. ie. = L.

1Al

The inverse of the kth power of A is the kth power
of the inverse of A.

Consider the equations

[f

ax+by+cz=d,

ax + by + 2 =d, (1)
ax+ by + ciz=dy
ﬂ] bi {71 X dl

A= fiz b: [.‘3 ..X: ¥ l. a.nd D= dg

Then (1) is equivalent to the matrix equation

AX=D (2)
Multiplying both sides of (2) by the reciprocal matrix A,
we get

ATAX)=A'D=>IX=A"D [vATA=1]
= X=A"D.

1. If A is a non-singular matrix. then the system
of equations given by AX = B has a unique
solution given by X = A™'B

2. If A is singular matrix, and (ajd A) D = O, then
the system of the equations given by AX = D
is consistent with infinitely many solutions.

3. If A is singular matrix, and (adj A) D # O.
then the system of equation given by AX = D
is inconsistent.
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UNIT -5 : DETERMINANT [JEE — MAIN CRASH COURSE]

Definition
Leta, b, ¢, and d be any four numbers, real or complex, the

symbol = denotes ad — bc and is called a determinant

2
of second order; a, b, ¢, and d are called elements of the
determinant; and ad — bc is called its value,

Leta,, a,, a3, by, by, by, ¢y, ¢4, ¢; be any nine numbers,

ﬂl az ﬂ?‘

then the symbol (b, b, b,| is another way of denoting.

G & G
That is
b, b by, by b, b
a - > =y : i = ay ] 2‘
€y €3 6 G € L‘z{

a (b')l':q e bjCz) = ﬂ'}(b i€y — b-,rlCI) + ﬂ}(bifz o bzf-l)

Minors and Cofactors
In the determinant

ap ap ap;

A=lay ap ap ()

d3) d32 0433 _
if we leave the row and the column passing through
the element a; then the second-order determinant thus
obtained is called the minor of a;; and it is denoted by M.
Thus, we can get nine minors corresponding to the nine
elements.

For example, in determinant (1), the minor of the
element

Qyz  dy3

HEI = :M2|

a3 4y

In terms of the notation of minors if we expand the
determinant along the first row, then

A=(-1 ]ma]an + (=12 ap M, + (-1 '+ a;3M;
=ay My —apMp; +a;sM,

Similarly, expanding A along the second column, we
have

A=—a, M+ ayM;; — aypMs;

The minor M; multiplied by (-1)'" is called the
cofactor of the eiemcnt a;; . If we denote the cofactor of
the element a;, by C,. then the cofactor of a; 1s C;; =
( 1}J+_:M

Cnfacmr of the element a,, is

_ 241 _ |92 ap3
Cy=(=1)y"M,; = -

a3y dai;
In terms of the notation of the cofactors, we have
A =a,Cy + a0 +a30),
= a0y + apChy + a;0xy
= a3 03y + a3y + a33Ci;,
Also, a| |Gy, + a;;C5; +a 3053 =0, a,,C5y + a,C5 +
a;3C3; =0, etc.

Sarrus Rule for Expansion
Sarrus gave a rule for a determinant of order 3.

Rule The three diagonals sloping down to the
right give the three positive terms and the three
diagonals sloping down to the left the three
negative terms.

\.\.\
\\\




a b q
a, by ;| T4 bycy + bycya;3 + ¢ a,b;5 — a;b4c,

a3 by — bycya, —cia5b

Some Operations

The first. second, and third rows of a determinant are
denoted by R,. R,, and R, respectively and the first. second,
and third columns by C,. C,, and C; respectively.

2.

The interchange of its ith row and jth row is denoted
by R, & R,

The interchange of ith column and jth column is
denoted by C; > C,.

The addition of m times the elements of jth row of
the corresponding elements of ith row is denoted by
R; = R; + mR;.

The addition of m times the elements of jth column
to the corresponding elements of ith column is
denoted by C; = C; + mC,.

The addition of m times the elements of jth row to
n-times the elements of ith row is denoted by R, —
nk; + mR,.

Properties of Determinants

1.

The value of the determinant is not changed when
rows are changed into corresponding columns.

Naturally when rows are changed into corresponding
columns, then columns will be changed into
corresponding rows. That is, '

a b« a a; day

ay by cf=\b by by
ﬂ3 b3 C3 Cl e C3

If any two rows or columns of a determinant are
interchanged, the sign of the determinant is changed,
but its magnitude remains the same.

The value of a determinant is zero if any two rows
of columns are identical.

A common factor of all elements of any row (or of
any column) may be taken outside the sign of the
determinant. In other words, if all the elements of
the same row (or the same column) are multiplied
by a certain number. then the determinant gets
multiplied by that number.

ma; mb; mc a b ¢
@ b |=ma b o
ay by ay by o3

7

32 24 16 4 3 2
le. 18 3 5/=8[8 3 5
4 5 3 4 5 3
[taking 8 common from the first row]
1 3 2
=8x4|12 3 5
1 5 3

[taking 4 common from the first column]

If every element of some column or (row) is the
sum of two terms, then the determinant is equal
to the sum of two determinants; one containing
only the first term in place of each sum, the other
only the second term. The remaining elements of
both determinants are the same as in the given
determinant. That is,

a+oy b ¢ a

b | &g b ¢
CE - HE bz CE + [xz b: CZ
The value of a determinant does not change when
any row or column is multiplied by a number or an
expression and is then added to or subtracted from
any other row or column.

Here it should be noted that if the row or column
which is changed is multiplied by a number. then the
determinant will have to be divided by that number,
That is,

aj bl €y a +mb1 bl €
a> bz Ca| = |as + m'bz bz Ca

as, b:; C3 ay + mb3 b3 Cy

A KO KO
I[f 5;’ &= a b c

d e f

where f,(r), f5(r), and f3(r) are functions of r and
a, b, c, d, e, and f are constants. Then

PN IGCEDICEDN G
r= r=1 r=1
Zﬂ.rz a b ¢

r=| d e f

Also for

H(x) fH(x) f1(x)
Ax)=| a b ¢

d € T



where f,(x), f3(x), and f3(x) are functions of xand a, b, ¢, d,

e, and f are constants. We have

q q q
[AGodx [ Heodx [ Aeodx
]r.b(x}dx= i i ' b ' [

p d e i

Some important determinants

11 1

L |x y z|=Gx-N0-2@E@-%
PRI
1 1 1

e i 9 Fl=F=y)y—dEZ-2x+sy¥+y)
Sy B
11 1

3% ¥ A= - -E-x) (y+yz+
3.3 _3| &)

Product of two determinants

a b ¢ o B
a; by o as; By v;

Then row by row multiplication of A, and A, is given

by
laa + BBy +ayy a@s + b+ ¥y @@y +bBy+ar;
Ap X Ay = ey + 5.8y ooy aroy +hyB +eayy ayay + Py + ey

a0y + BBy + ey @iy + iy oy aats + BBy + o3y

Multiplication can also be performed row by column;
column by row or column by column as required in the
problem.

To express a determinant as product of two
determinants, one requires a lots of practice and this can
be done only by inspection and trial.

Property If A, B,, C|, ..., are respectively the
cofactors of the elements a;, b,, c,, ..., of the
determinant
a b ¢ A B (
A=la, by, | .A%0O.then (A, B, C,| =A"
a3 by o 1A By G

Differentiation of a determinant

1. Let A(x) be a determinant of order 2. If we write
A(x) = [C,: C,], where C, and C, denote the first
and second columns then A'(x) = [C] ; C,] +
[C); €3], where C; denotes the column which
contains the derivative of all the functions in the
ith column C,. In a similar fashion, if we write

R ,
Ax) = [ I]mena’{ﬂ= [RI} Rf
R R,| [R;

€ 1/x

; cosx logx| [simx 1/x
A(x) = + |
I/x e =1ix®

2. Let A(x) be of order 3. If we write A(x) = [C}: C5;
C;], then A'(x) = [Cl: Cy; G3] + [C): G CR] + [Cy;
C,. (3] and similarly if we consider

R, Ri| |Ri| | &
Alx) = [ R, |. then A’(x) = | Ry | +|R; |+| R,
R3 R:’l R3 R;l

3. If only one row (column) consists functions of x and
other rows are constants, viz., let

filx) falx)  fi(x)
AX)=| b b, by

(.'] {.'2 {.'3
then
) fx) f(x)

and in general

L) i) f5(x)
Ny =| b, b b

=

T ¢y €y

where n is any positive integer and f” (x) denotes the nth
derivative of f(x).

System of Linear Equations

System of consistent linear equations System
of (linear) equations is said to be consistent if it
has at least one solution. For example,



x+y=2

1. System of equations } 18 inconsistent

2x+2y=35
because it has no solution, i.e.. there is no value of
x and y which satisfy both the equations. Here, two
straight lines are parallel.

. X ; :
2, System of equations IS consistent because
x—y=0
it has a solution x = 1, y = 1. Here lines intersect at
one point.

Cramer’s Rule
Use of determinants in solving linear equations with the
help of Cramer’s rule:

System of linear equations in two variables Let
the given system of equations be

H|J.'+b|:.’+(:| =ﬂ :
(2)
ng + bz}' + €y = 0
where L # —EL ;
ﬂz bz
Solving by cross-multiplication, we have
X = 3 ]
bic; —byep  acy —axey  aby = azby
X -y 1
or = = - -
by ol |a ¢ “H by
‘5’2 C2| |y € |@ b
System of linear equations in three

variables Let the given system of linear equations
in three variables x, y, and z be

ﬂ].x + bl}’ + lf.~|-: =d|
a,x + bz}’ + 2l = dz [3)

ayx + byy + €3z = dy

Let
a b ¢ d b ¢
A=lay by o A1=1dy by
laz by ¢ dy by oy
a dy ¢ a b 4
Ary=la, dy c|-83=|a, by d,
ay; dy 3 ay by dj

Solutions under different conditions
1. If A#0, then given system of equations is consistent
and it has unique (one) solution which is given by

4 v &

A A

2. If A=0 and at least one of A,. A,, and A, is non-
zero, then given system of equations is inconsistent
and it will have no solution.

3. [Ifallof A, A}, A,, and A, are zero, then given system
of equations is consistent and has infinitely many

solutions.

X =

.and:=ﬁ
A

Conditions for consistency of three
linear equations in two unknowns
System of three linear equations in x and v

ax+byv+c =0

ax + b,y +c,=0

ax+by+cy;=0
will be consistent if the values of x and y obtained from
any two equations satisfy the third equation,

a b ¢
or a, by )= 0
ﬂ3 b'; E‘g

This is the required condition for consistency of
three linear equations in two unknowns. If such system
of equations is consistent, then the number of solutions
is one.

System of Homogeneous Linear

Equations
A system of linear equations is said to be homogeneous if
the sum of powers of variable in each term is one.

Let the three homogeneous linear equations in three
unknown, x, v, and z be

ax+by+cz=0 (4)
ax+by+c,2=0 (3)
a3x+f?3}‘+{33;‘.=0 (6]

Clearly, x = 0, v = 0. and z = 0 is a solution of system
of equations (4), (5). and (6). This solution is called a
trivial solution. Any other solution is called a non-trivial
solution. Now consider

a b ¢

a; by ¢

Solutions under different conditions

1. If A # 0, then the given system of equations has
only trivial solution and the number of solutions In
this case 1S one.

2. [If A = 0, then the given system of equations has
non-trivial solution as well as trivial solution and
number of solutions in this case is infinite.
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