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Theory of Errors and Survey Adjustments
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Introduction

©

Measurement of lengths and angles done in various survey operations i field are accompanied with
errors.

t is almost impossible tc have true measured value. Errors cccur dug to many reasons some of
them are as follows:

(a) Errors dus to imperfectinsiruments

(b) Errors due to environmental conditions or carelessness

I1

(c) Errors due to human limitations

Due the measurement operations, as far as possibie, errors shedld be mir
Errors which stili occur must be adjusted or eliminated so as to countera

In triangulation, ali the observed angies of the trianguiation stations are re
before using thiem in the computai

ed

onditions.

The measured angles are so adjusted
g djt

Tupas of Errors

(a) Gross errors or mistakes
(b) Systematic or cumulative errors

(c). Accidental or random errors

Gross Errors or Mistakes

Y

This mistake occurs on the part of survey personnel due o lack of experience cr care
For example: If a surveyor reads the tape reading as 29.5 minstead of 30 m, then it is a misiake or
the gross error. .

Mistakes, if not detected, can lead i erroneous results thereby making the whoie survey as fauity.
Adequate check measurements are thus made te detect this type of error.

Systematic or Cumulative Errors

®

These errors are calied as systematic because they always follow a definite pattern or a mathemaii

physical law. These errors are of same magnitude and sign.



For example: Measuring a length with a steel tape and error involved due to temperature. Thisis a
systematic error because it follows the physical law of expansion of solids on increasing the
temperature.

¢ This type of error makes the result either too large or too small.

8.23 Accidental or Random Errors

*  This type of error occurs due to human limitation in reading an observation.

For example: While measuring an angle from-a protector (say 30.6°), then it is quite possible that
the observer may read 30.5° or 30.7° due to inability of human eye to judge the exact division.

* A good thing about accidental errors is that when a large number of observations are made, then
they use to cancel out because there is equal probability of the error to be positive or negative. Thus
this type of error is also called as compensating error.

*  Butcompensating effect of accidental errors is not full proof and there always remains some accidental
errors. This error cannot be eliminated altogether from the observations whatever precautions are
taken but magnitude of this error is generally very small.

e Smaller the random error, more precise is the measurement. Thus random/accidental errors limit the
level of precision while taking an observation.

e Accidental errors occur purely as a matter of chance and thus theory of probability is used to
account for these types of errors.

NOTE: The theory of errors deals with accudnntal/random errors only with the presumption that all the sysmmenc
and gross errors have been eliminated from the measured values.

8.3 Terminologies in Theory of Errors
8.3.1 Ohbservation
e ltis the numerical value of an observed quantity in the field.

o Whenthe quantity is directly measured then it is called as direct observation and when the quantity
is found indirectly (from the direct observations of other quanmles) then it is called as indirect
observation.

8.3.2 ObservedValue ‘

*  The observed value of a quantity is the value obtained from the obsérvation after applying the
corrections of systematic errors and gross errors.

¢ independent guantity: When the value of observed quantity is mdependent of the values of other
quantities then the observed quantity is called as independent quantity.

¢ Dependent quantity: When the value of observed quantity depends on other quantities then the
observed quantity is called as dependent quantity.

8.33 TrueValue

e |tis the value of the quantity which is free from all errors.

s Now because itis impossible to eliminate all the errors from the observed quantity, true vaiue cannct
be found. .

e |tis a purely hypothetical concept.

8.3.4

835

8.3.6

8.3.7

8.3.8

8.4
8.4.1

Most Probable Value
¢ ltis the value of the quantity which has more chances of being true than any other value.
e Most probable value is thus very close to (but NOT equal to) the irue value of an observed quantity.

True Error

‘e |tis the difference between observed value of a quantity and its true value i.e.

) True error = Observed value - True value
»  As the true value of a quantity can never be known and thus true error can never be determined.

Residual Error
= ltis the difference between observed value and the most probable value of a quantity i.e.
Residual error = Observed value — Most probable value

Observaticn Equation
e The relationship between the observed quantities is called as observation equation.
For example: ‘
A+B=9
It is an observation equation for the observed angles Aand B.

Condition Equation
e ltis the equation which expresses the relation between several dependent quantities.
For example:
A+ B+ C=180
It is a condition equation for the dependent quantities.

indices of Precision for Observat:ons of Same Weight

Standard Deviation
It is a numerical value that indicates the amount of precision about a central value.

2
v
o= 4|/ ..(8.1)
n-1
Where, n = Number of observations made
v = residual/variation
Variance
e The square of standard deviation.(c) is calied as variance (V).
Thus, V=02 ..(8.2)
« itis used as a measure of dispersion or spread of the observations around a mean value.
Standard Error of Mean
= The standard deviation of the mean is called as the standard error of mean (G ).
v? o
Thus, o =t |f——=ft— ..(8.3)
v m n(n-1) ~n

= Itindicates the limits of error bound within which the true value of the mean lies.



8.4.4

845

84.6

8.4.7

8.5

8.5.1

8.3.2

Standard Error of Single Observation
¢ The standard error of single observation is given by:
v?
o, = + — 84
; =) (84)
¢ Thestandard error of single observation is the same as the standard deviation (¢ ). These two terms
are often used synonymously.
Most Probable Error
It the error for which there is equal chances that the true error will be less than the probable error and
equal chances that the true error wiil be more than the probable error i.e. each is having the probability of
50%.
sv2
Most probable error = i0.6745\’77———.1 =+0.6745¢ ..(8.5)
Most Probable Error of Mean
itis equal to 0.6745 times the standard error of mean ie.,
N T2
Probable errormean = £0.6745 |——— (8.6)
n(n=1)
Maximum Error
The maximum error-of a quaniity is aimest impossible to determine absolutely. Thus, often 99.9% error is
taken as the maximum error in surveying. This maximui efror corresponds 1o + 3.29¢
¢ of Weights
Weight
°  Weight of a quantity indicates the precision of the quantity within a set of observations or in other
words it represents the trustworthiness of the quantity being measured.
e Greater the weight of an observation, graater is the precision with which the quantity is measured.
*  Weights are expressed in terms of naturai nurnbers with higher number representing higher weight
tharsby higher precision.
Allocation of Weights

(@) Weights are assigned as inverse proportion to variance or square of standard deviations.
For example: Let variance of set A observation = 80
Variance of set B cbservation = 120
Thus, Vieightofset A _ 1/80 _ '
WeightofsetB /120
(b) Weights to the quantities measured in similar conditions are assigned in direct proportion to the
number of times (say n) a quantity is measurad.

i

For example: Let a quantity A is measured five times, then the weight of quantity A is 5.

(c) Many a times, weights are assigned based on personal perception based on field or other
environmental conditions. Lower weights are generally allocated to quantities measured in difficult
conditions and higher weights are assigned for quantities measured in relatively easy conditions.

(d). Weights are often assigned as in inverse proportion to the lengths of lines being measured.

8.5.3 Various Laws of Weight

8.6

86.1

(@) The weight of the weighted arithmetic mean is the sum of individual weights of the quantity.
For example: Let the length of a line is measured as:

25m weight 2
25.5m weight 4
24.8m weight 3

25%x2+25.5%x4+248x%x3
2+4+3
Thus the weight of arithmetic meanis (2 + 4 + 3) =9

=25.16m

Arithmetic mean =

(b) Weight of algebraic sum of two or more quantities is equal to reciprocal of sum of reciprocal of
individual weights.
For example: Let weight of quantity A is 3 and weight of quantity Bis 5

Weight of quantity (A + B) = 1—1_‘ -1.875

—_4—
3 5

1 -
Similarty, Weight of quantity (A- B) = T 1.875
L
3 5
{c) When a quantity of a given weight is multiplied by a factor, then the weight of resultant quantity is
given by dividing the weight of the quantity by the square of the factor.

For example: Let weight of quantity Ais 3

3

— =0.1875

" 0.18

{d) The weight of an equation remains unchanged when all the signs of the terms of equation are
changed.
For example: If weight of equation x + y = 79is 3

Then the weight of quantity 44 is 235 =

then the weight of equation —x - y = - 79 is 3.only.
{e) The weight of an equation remains unchanged when it is added or subtracted from a constant.
For example: If weight of equation x + y = 55 is5
then the weight of equation 10 + x + y = 65 is 5 only.
Simiiarly, weight of equation 60 —x - = 5 is also 5.
I
indices of Precision for Observations of Different Weights

«

Standard Deviation of Weighted Gbservations
The standard deviation of weighted observations is given by:



8.6.2

8.6.3

8.6.4

8.6.5

8.7

2

o, = Al 8.7
W= B (87)
Where, n = Number of observations made
= residual / variation
Standard Error of Mean of Weighted Observations
The standard deviation of the mean is called as the standard error of mean (o,),,-
Twv? o,
Thus, G), =+ [ =4+ W (8.8
O = 2/ i 838)
Itindicates the limits of error bound within which the true value of the mean lies.
Standard Error of Single Observation of Weight w,
The standard error of single observation is given by:
12 )
(), = & |2 _ 4 0w (89)

wi(n=1) " Jw,

Most Probable Error of Single Observation of Weightw,

If the error for which there is equal chances that the true error will be less than the probable error and
equal chances that the true error will be more than the probable errori.e. each is having the probability of

50%.
. i =
Most probable error = +0. 6745 ( ) ==+0. 6745(61)

Most Probable Error of Mean

..(8.10)

It is given by,

Twy?

= +0.6745 | ———
Most Probable error of mean = (n-7zw

L(8.11)

Corrections to be Applied to Field Measurements for Closing Error

¢ ltisalmost quite impossitle to have a totally error free observation in the field. Some error do crept
in while taking the field observations. a

*  Oncethe error is known, correction can be applied.

e The sign of correction is opposite to that of error.

The following general principles are used for correcting the closing error:

(a) If all the observations are made with same weights then error is distributed equally to all the
observations.

(b) The correction applied to an observation is inversely proportional to the weight of the observation.

(c) The correction applied to an observation is directly proportional to the square of the standard error
(deviation).

(d) Incase of line of levels, the correction to be applied is proportional to the length.

8.5.1

Theory of Least Squares
e Thetheory of least squares is useful in estimating the most probabie value of a quantity.
e According to this theory, the most probable value of a quantity is the one which makes the sum of
the product of weights and square of the residuals to a minimum i.e.
Zwr2 = aminimum
Here, w = Weight of the quantity measured
r = Residual error
¢ The adjustments to the observations as per this theory i.e. the least square adjustments can be
done by either of the following two methods:
(@) Method of normal equations/observation equations method
(b)  Method of correlates/condition equation method

The Method of Normal Equations
Let A be the Most Probable Value (MPV) of the measurements viz, A,, A2, Aa, 4o A
Therefore, the residuals are : . -

o =A=-A
= A=A
fo=A-A
rno=A=A
Thus, from the theory of least squares,
; o
EZ(Z, ) =0
oA = AP + (A ~AP + (A = AF) _
T =
= (A= A) + (Ay= A) + .. (A, ~A) =0
= NA = Aj+ Ay + .o+ A
= A = M@;__ﬁ ..(8.12)

e Eq. (8.12) is called as normal equation. The solution of this equaticn gives the most probable
value. The normal equations are solved simultaneously to make Xr2 minimum.

e Inorder to form normal equations for each of the unknown quantities, it is required to multiply each
of the observation equations by the product of algebraic coefficients of that unknown quantity in that
equation and the weight of that observation and add the results.

Let error in the following equations be

e =ax+by+cz+d weightw,
€ =ay+by+c,z+d weightw,
6 =ayx+by+cz+d  weightw,



As per the theory of least squares,
€? = aminimum
ie., Zw(ax + by + ¢z + d)? = aminimum
. Differentiating the above relation with respect to x, yand zrespectively will yield the following equations
which are called as normal equations with respect to x, yand z
Iwa(ax+ by+cz+d)=0 (Normal equation for x) ....(i)
ie.
awax+ by y+c z+ d,) + awy(ax + b,y + Gz + dy) + 8@y + by + cz + dy) = 0
Similarly Twb (ax + by + cz+ d) = 0 (Normal equation for y) ...(ii)
i.e.
biwy(ax + by + ¢, z+ d)) + bywy(ay + byy + ¢,z + ) + bywy(ayx + by + Gz + dy) =0
and Xwe(ax + by + cz+ d) =0 (Normal equation for z) ...(iii)
ie. T : i T : : )
CiWi(@gx + by y + ¢, 2+ d,) +:CWp(yx + by +¢, »z+"d‘2)>»+' ca;ws(és;c T b3y+ Cz+dy) =0
The above equations (i), (ii) and (iii) are the requiréd normal 'eduations forx,'y and zrespectively.

8.9 Most Probable Values (MPV) of Directly Observed Quantities
Letthe observations A,, A,, A,, An'are made with respective weights as w;, W, w,, ....w,.
From the theory of least squares, ‘ k :

Twr? = aminimum

i€, WA~ AR+ wyA, ~ AR + ..+ w(A, - AR = a minimum
Differentiating the above equation with respect to A and équating itto zeré'f we have,
WAy = A) + WAy = A) + Wy(Ag— A) +... + Wi (A~ A) =0

WA +Wo Ay +. + W, A,

Wi+ W, .+ W,

A=

.(8.13)

8.10 Most Probable Values (MPV) of Indirectly Observed Quantities

* In case where the unknown quantities are independent of each other, then their most probable
values can be determined by forming the normal equations of each of the unknown quantity and
then solving the simultaneous equations so formed.

8.11 The Method of Differences
*  Solution of simultaneous normal equations is an easy task when the number of such equations is
small (say two or three).

*  However, when the number of normal equations is too large, then simultaneously solving all the
equations is quite tedious. In such cases, we go for the method of differences.

The method of differences is used to simplify the normal equations as per the following procedure:
1. Assume corrections as Cy, Cy Cgy +-Cyr
2. Subtract the observed values from the assumed values to express the discrepancy.

3. Formnormal equationsin ¢, C,, Cy, .-.C,,.
4. Solve simultaneously the normal equations for ¢, ¢,, C;, ...,
5. Add all the corrections algebraically to the observed values to obtain the most probable values.

8.12 The Method of Correlates

¢ This method is also known as the method of condition equations or method of Lagrange multiplier.

e When there are a large number of condition equations, then this method is more suitable than the
method of normal equations.

e After forming all the condition equations, additional equation from the theory of least squares is also
applied.

e Then condition equation is multiplied by an unknown multiplier called as the correlate or the Lagrange
multiplier (A).

e The resultant condition equations are then combined with the condition of least squares, which on
differentiation is expressed as a linear function of correlates. These equations are then solved to find
the values of the correlates.

8.13 Adjustment of Two Connected Triangles

The Fig. 8.1 shows two connected triangles which share a common

side i.e. diagonal of the quadrilateral formed by the two triangles. AABC D

and ABCD form the OABCD with BC as diagonal. Firstly the station y ) 8,
adjustments are done and then the corrected values of the angles A, B,, ‘E'
B,.D, C, and C, are determined. ! /
Now there are a total of eight angles viz. A, B,, B,, D, C,, C,, / //
B(= B, + B,) and C (= C,+ C,). These eight angles must satisfy the
following geometric conditions: A c,

A

=)
/

LA+ 4B+ £C, = 180° c
4D+ £B,+ £C, = 180° Fig. 8.1 Adjustment of two
LC+£LCy = LC connected triangles

4B+ 4B, = 4B
Now there are eight unknowns and four equations. If we assume that angles B,, B,, C, and C, are
independent unknowns (or variables) and angles A, B, Cand D are dependent unknowns (or variables). Then,
ZA = 180°-(£B, + £C,)
£D = 180°-(£B, + £C,)
£LC= £Cy+ LG,
4B = 4B, + /B,
From these observation equations, normal equations can be formed and values of angles B,, B,, C,and
C, can be determined. N

8.14 Adjustment of a Braced Quadrilateral

As shown in Fig. 8.2 both the diagonals AC and-BD are measured and there is no station at the point of
intersection of these diagonals. Thus theodolite is set up at any of the four stations A, B, Cor D.

«



Let®,, 6,,... 65 are the eight corner
angles measured at A, B, Cand D.

In the above quadrilateral, angles 6,
63, 65and 8, are called as left angles and 0,
84, 8 and 8, are called as right angles.

In order to adjust the above braced

quadrilateral, the following conditions must be
satisfied:

Equations Rel ngles
quations Related to Angle 8 R L 6
A

(a) By +0,+6;+0,+6,+0,+8,+ 4
8 = 360°

(b) 8, +0,=05+ 6

(c) 93+64=97+68‘

Fig. 8.2 Adjustment of braced quadrilateral

Equations Related to Sides

The angles of the braced 'quadrilateralmust also satisfy the side equationsso that the figure is closed.
Even if the above three angle equations are satisﬁed,:the quadrilateral may not be closed if side equations are
not satisfied. IS o : L e

The side equation is ekpl}é_séed as: : S ik :

Ziog sing, = Tlogsingy - o (8.14)

where 8, and 8gare res'peétiv'eiy the left and right angles as defined above.

Thus, ' T '

Zlog sing, + Zlog sin8; + Zlog sing, + Tlog sin@, = Tiog sih92 + )ﬁlog sine, + ilog sinBg + Zlog sinyg

Derivation of side equations '

el
From AABC,- _AB- = ,BU
sin@,  sing,
AB= poSin% (8.15)
sing,
Similarly from ABCD, BC = cgﬁe_6 Lo ...(8.16)
singy
From Eqs. (8.15)and (8.16), AB = cpSnPs Sinbs (817
Sing; singy
From 4CDA, CD = Ap 3% .(8.18)
SinBg ’
Substituting this value of CD from Eq. (8.18) in Eq. (8.17)
' SinBg sinB; sind,
= Ap=28.211% MY
AB sinds sin®; sind; +(8.19)
From ADAB, AD = agSn% .(8.20)

sing;

Substituting this value of AD from Eq. (8.20) and Eq. (8.19)
sind, sinb, sinBg sinfg

B= AB -
A sing; sin@; sinB; sin®,

= sin,-sind,'sind5-sind; = sind,"sind,,"sin,-sind, ..(8.21)
= logsin@, +log sind,+log sind, +log sind, = log sind,+log sin6,+log sing+log singg
Zlogsin®, = Zlogsind,

;

llnstrative Examples

Find the most probable error and the most probable value of the area of a
circle of radius (10.05 + 0.02) m.
Solution: : ; ’
Radius of circle, r = (10.05£0.02)m - - RS
Areaof circle, A = nr? = (10.05)° = 317.31m? -
A - .

P

%A%e, = +(2nr)e, = 2r(10.05)0.02 = 1.263m’

Most probable area = (317.31 +1.263)m2 -

Errorinarea, g, =

'Ekémple'fs.z & Determine the probable error in circumference of 4 circle of radius 16.5 m
with probable error in radius of +0.35 m.

Solution:
Circumference, C = 2nr= 2r(16.5) = 103.67 m
Errorin circumference, (e;) = 2nx errorinr(e,)
: = 2ne,
= 21(x0.35)
=+2199m

] For the following system of equations, form the normal equations in o, B

20+3B+4y+7 = 0  weight=3
6a+2B+y+5 = 0 weight=4
o+58+4y+3 = 0 weight=2
Solution: -
The given system of equations are:
20+3B+4y+7 = 0  weight=3
6o+28+y+5 = 0 weight = 4
o+5B+4y+3 = 0 weight =2

Normal equation of o
6(20.+ 3B +4y+7)+ 24600+ 2B + Y+ 5) + 2(0 + 5B + 4y + 3) =0




= (60a+95+127+21)+(72a+24]3+12'y+60)+(oz+55+4y+3)=0 :

= 79x+388+28y+84=0

Normal equation of p
9(2a+3[5+4y+7)+8(6a+2[3+y+5)+10(oc+5B+47+3)=0

= 760.+93B +84y+133=0

Normal equation of y
12(2(1+3B+4y+7)+4(6a+2{3+'y+5)+8(o<+5[3+4y+3)=0

= 140+21B+21y+32=0

(i)

i)

This equations (i), (i) and (iii) are normal equations of a, B and y respectively. Which can be solved to

arrive at the most probable valves of o, p and 7.

Exairiple 8.4 JRIITY following cbservations were made using a current meter:

T_he rating formulais V= aN + b No. of revolutions (N) Flow velocity (mfs)
Find the values of aand b. e
; o 0.5 0.8
Solution: : 1.1 16
The observation equat:on will be Y44 24
7 08=05a+b 23 20
16=11a+b
24=14a+b
29=23a+b

Thus error of obser_vation'will_ be,
6 =08-05a-b
“g=16-11a-b
6=24-14a-b
€=29-23a-b
From the theory of least squares,
82+ 62+ e? + g2 = minimum
=(08-05a-b2+ (16-11a-b2+(24a-14a-bP+(29-23a- by?
= minimum
Differentiating (i) w.r.t.'a,

2(08-052a-b)(-0.5) + 2(1.6~1.1a~b) (-1.1) + {224 1.4a- b)}(~14) + 2(2.9 - 2.3a- b) (-2.3) =

(0.8-~05a-b)+ (3.52-2.42a-2.2b) + (6.72 - 3.92a- 2.8b) +(13.34 - 10.58a - 4.6b) =
= ~1742a-106b+2438 =0
= 16434a+b-23=0
Differentiating (i) w.r.t. ‘6.
~2(0.8-0.5a~b)-2(1.6~1. 1a b)-2(2.4-~1.4a~- b)- 2(29-23a-b)=0
=(0.8-05a-b) + (1.6-1. 1a b)+(24-14a-b)+(29 23a-b)=0
=1325a+b-1925=0
Solving (ii) and (iii),
a= 11778
b = 0.3644

Hence, v= 11778 N + 0.3644

()]

C

...(ii) ‘

(i)

The followmg three anoles A B and C were observed from a stat«on P:

LA =83 15" 12" + 47

4B =
£C=
Find the corrected angles.
Soiution:
Sum of the angles =

126° 13" 17"
150° 30" 19~

3

+
+ 57

LA+ 4B+ £C

= 83°15 127

+126° 13" 17"
+150° 30" 19”

= 359° 68" 48"

v #
Thys closing error =

1]

Total correction (¢) =

360°
359° 58" 48" -
359° 58" 48" -

360°
359° 60"

-1 12
=-72"

+ 727

Let C,, C,, C; be the corrections applied.to angles A, Band C respectively.

- C:C,:Cy=
= C,:C,Cy=

- Corrected angles are:

= 83°15" 127 + 23.04”
=126° 13" 17" + 12.96" =
= 150° 30" 19” + 36"

42.32-52
16:9:25

= E><72 =23.04"
50

ﬁ‘x 72=12.95"
50

.
_ Eﬂg =36"
50

= 83° 15" 35.04”

126° 137 29.96”

= 150° 30" 55”
st

(O.K.)

For a telescope htted with stadva halrs nt is required to fmd the most probable

vaiues o constant C and K of a tacheometer. The staff reading was taken in the field with the staff held
vertical and line of sight horizontal. Find the most probable values of C and K.

Selution:

Thus observation equation are,

Distance of staff from tacheemeter, D(m) Staff intercept {m)
160 1.595
215 2.050
| 275 3155
D=ks+C
160 = 1.595 k+ C




215=2050k+ C
275 =3.155k+ C
From errors of observation are,
= (160=1.595 k- C)
= (215-2.050 k- C)
=(275-3.155 k- C)
From the theory of least squares, ‘ ]
e,2 + )2 +e52 = Minimum
= (160~ 1.595 k— C)2 + (215 - 2.050 k- C)? + (275~ 3.155 k- C)? = Minimum ..(0)
Differentiating (i) w.r.t. 'K’ ’
2(160 - 1.595 k- C)(-1.595) + 2(215 - 2.050 k- C)(~ 2.050) + 2(275-3.155 k- C)(-3.155) = 0
= (255.2~2.544025 k- 1.595 C) + (440,75 - 4.2025 k- 2.050 C) + (867.625 — 9.954025 k- 3.155 C)=0
= 1563.575-16.70055 k~6.8 C=0
= 16.70055 k+.6.8 C = 1563.575 ) .
= 2.455983 k + C = 229.9375 R ' )
Differentiating (i w.rt. 'c’
-2(160 - 1.595 £~ C) - 2(215 - 2.050 k~C) - 2(275~3.155 k= C) =

= 650-6.84k-3C=0

= 6.8 k+3C = 650

= 2.2667 k+ C = 216.667 (i)
Sclving (i) and (iif),

k = 76.10301109
C = 57.76450475
Thus D =70.103{s} + 57.76

2rgie Value Weight
A 35° 30° 05”7 3
3 43° 15" 158" 1
A+S 78° 45" 25" 2

Find the most probable values of angle A and B. Ly

Soltution:
Given, A= 35°30° 05 . ' weight = 3
B = 43°15" 15" weight = 1
A+ B=7845 25" weight = 2
Normal equation for A
3xA=3x35°30"05" = 106° 30’ 15” (D)
2x{A+ By = 2 x 78° 45" 25” = 157° 30" 50” ) (i)
Adding {i) and (i)
SA + 2B = 264° (01 05" - (i)
Normal equation for B
ix B =43°15 15" (i)

2% {A +B) = 157°30'50” (V)

Angles were measured on a station and following readings were obtained

Adding (iii) and (iv)
2A + 3B = 200° 46’ 05” (Vi)

Solving (iii) and (vi)
A = 35°30° 06"

] (Most probable vaiues)
B =43°15"17.7"

Given below ars angles measured in the field for a triangular plot. Neglecting
the sphencaf excess, adjust the angles of the triangle.
P =50° 29’ 23" weight = 2
£Q =78° 30’ 35" weight = 4
£ZR =51° 20’ 05” weight =3
Solution:
Sum of angles of triangle are
ZP+ £Q+ ZR = 180°20° 03" 180° 00’ OO” B
Total error = 20" 03" :
Total Correction = —Error = = 20°.03”
Correchon will be applied to observed angles in mverse pfopomor‘ of their weights. Let ¢,, ¢,and ¢,
are correction applied to angles P, Q and Rrespectively

R
Cy czjosz —2-2—3' =12:6:8
Ci+Co+Cy=26
12 = nan
o =2 x Totai correction = ———(—40'0"”) =-00"15.23

6 .
' - -20°03”) = -04'37.62”
¢, 26x( 03”)=-04'37.6

8 ) s P
¢ = é_éx(_go 03 ):—06 10.15

. Corrected angles are: :
£P = 50° 29’ 23" - 09 15.23" = 50° 20" 7.77"

£Q = 78° 30" 35"- 04" 37.62" = 78° 25’ 57.37"
ZR = 51°20"05" - 06" 10.15” = 51° 13’ 54.85”
LP+ £Q+ £R = 180° 00" 00" which is correct.

The following are observed values of angle:

E2R < Angle Weightage
Determine 45° 437 11" 2
(i) the probabie error of single observation of unit weight 45° 4% 157 3
(if) the probable error of weightage arithmetic mean 45" 43 28" 4

(iii) the probable error of single cbservation of weight 4

Solution: )
it ispbserved that error is only in the seconds part and thus degree and minute part of the angle can

be dispensed with.




Q.1

Q.2

Q.3

Value Weight (w) v v2 wv2

11”7 2 -8.89” 79.0321 158.0642

15”7 3 -4.89” 239121 71.7363

28" 4 +8.11” 65.7721 263.0884

Iw=9 Twyv? = 492.8889
Weighted AM of seconds part of observed angles
11x2+15x3+28x4
DT VY e 19.89”

-~ Weight AM of observed angles is 45° 43’ 19.89’

.. Residuals,

v, = 117-19.89" = -8.89"

v, = 15"~ 19.89" = ~4.89”
v, = 28" -19.89" = +8.11"

(i) Probabile error of single observation of unit weight.;

E, = +06745, /Z&
: Nn=1

(if) Probable error of weight AM

z ide?’ziS‘Fg—?-iE = 41059

1492.8889
= +O 6745 iO 6745 =13.53"
( = 1) \/ 9(3-1)

(iii) Probable error of smgle observatlon of we|ght 4

Eg

E,= i—\7_‘;—-+06745

kﬂbjectlveBramTease,.s

(—)

10.59

=153
T

Error due to carelessness of an observer is called
as:

(a) Mistake (b) Compensating error
(c) Systematicerror (d) All of these

Residual error is the difference of
(@ MPV and true value

(b) MPV and observed value

(c) Observed value and true value
(d) None of these

Which of the following is not a method of solving
the normal equations?

(a) Method of correlates

(b) Method of differences

(c) Directmethod

(d) Method of least squares

Q.4 The weight of an angle 6 is 3, then weight of

angle 26 is

(a)

22
3
() 5

Q.5 The weight of an angle B is 3, then Wenght of

angle B/2is

Q.6 Which of the following error has a cumulative

effect?

(b) 3x22

32
(d) >z

(b) 3x22

Q7

Q.8

(a) Mistakes

(b) Compensating errors
(c) Systematic errors
(d) All of these

While running a line of levels along a highway,

the weight varies as

(a) inversely proportional to length of survey
line

(b) directly proportional to length of survey line

(c) square of length of survey line

(d) cube of length of survey line

An equation of weight ‘K is added to a constant
¢’ The weight of resu!tmg equation is
(b) (k+¢)
(d) Kkic

a)k &

(a) 2.(b)
(c) 7. (a)

3.(d)
8. (a)

4.(a)  5.(b)

Ans.

Ex.2

Ans,

Ex.3

Ans.

Ex.4

Ans.

An angle was measured four times and its
standard error came out to be +10.5”.
Determine how many measurements are
required to halve this area?

16

An angle ‘P was measured by the method of
repetition and following values were obtained.

ObserverNo:. | :ZP | No.ofm
. 35° 40/ 2
IS Rk 1 4 3
.3 35° 25’ 4
Find the MPV of £P.
35°30°

.Corhpute the MPV and most possible error in

computing the area of a circle of radius 13.09
+0.02 m.
(538.306 + 1.645) m? + 1.645m?

From a central station P, three horizontal angles
viz.-a, B and ywere measured as 34° 10’ 20”
+3”, 176° 40" 32” 4” and 149° 09" 04” +5”
respectively. Determine the corrected angles.
o =234°10"20.7", B = 176° 40" 33.3", y = 149°
09’ 06”



