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Indefinite Integration

NITTY-GRITTY

You want to rotate a function around a vertical line, but do all

your integrating in terms of x and f{x), then the shell method is

your new friend. It is similarly fantastic when you want to

rotate around a horizontal line but integrate in terms of y.

Applications of the Indefinite Integral shows how to find

displacement (from velocity) and velocity (from acceleration)

using the indefinite integral. There are also some electronics
applications. In primary school, we learnt how to find areas of
shapes with straight sides (e.g. arca of a triangle or rectangle).

But how do you find areas when the sides are curved? e.g.

* Area under a Curve and Area in between the two curves.
Answer is by Integration.

= Volume of Solid of Revolution explains how to use
integration to find the volume of an object with curved
sides, e.g. wine barrels.

= Centroid of an Area means the centre of mass. We see how
to use integration to find the centroid of an area with curved
sides.

= Moments of Inertia explain how to find the resistance of a
rotating body. We use integration when the shape has
curved sides.

*  Work by a Vanable Force shows how to find the work done
on an object when the force is not constant.

s Electric Charges have a force between them that varies
depending on the amount of charge and the distance
between the charges. We use integration to calculate the
work done when charges are separated.

= Average Value of a curve can be calculated using
integration.

Integral Calculus is one of the two fundamental branches of
Calculus, the other being Differential Calculus, and enables us
to calculate the areas under arbitrary curves, as Differential
Calculus helps us to find the slopes of arbitrary curves. This

association should always be perfectly clear in your mind:

Differentiation relates to slopes of Integration relates to arcas under

langents [o curves

p

curves

Note

The principles of integration were formulated independently by
Isaac Newton and Gottfried Leibniz in the late 17th century,
who thought of the integral as an infinite sum of rectangles of
infinitesimal width. A rigorous mathematical definition of the
integral was given by Bernhard Riemann. It is based on a
limiting procedure which approximates the area of a curvilinear
region by breaking the region into thin vertical slabs.
Beginning in the nineteenth century, more sophisticated
notions of integrals began to appear, where the type of the
function as well as the domain over which the integration is
performed has been generalised. A line integral is defined for
functions of two or three vanables, and the interval of
integration [a, b] is replaced by a certain curve connecting two
points on the plane or in the space. In a surface integral, the
curve is replaced by a piece of a surface in the three-

dimensional space.

Primitive functions, antiderivatives, indefinite integration
. If %f:‘-'l:F(x) then the derivative of f(x)is F(x),ie.
2 of

[’(x) = F(x). Equivalently, f(x)is the primitive function
or antiderivative of F(x).
s The f(x)is f(x)+c,

symbolically,lf‘(x)df = f(x)+¢c,when ¢ is an arbitrary

indefinite  integration of

constant, called constant of inlegmdon.fgﬁ(x)dt is an

integral and ¢(x)is the integrand.



Standard integrals of elementary functions: Standard
integrals are as follows (without writing the constant of
integration):
_\,041
. “dx = nz-1
fraes Zne-n

. Ildr = log, x (where x is positive)
x
= Ie‘d.\' =e

x

a

) Ja}df: log, a

- Isin xdx = —cosx

. jcosxcbc:sin:c

. Ilanxd.t: log secx
. Icotxd:c= logsinx

. Isec_rd_r = log(secx + tanx) or log tan(§+ %)

. Icusecxdx = loglangor—log(cosem'+cotx)
. Isecx-[anxd.r:secx

. j cosecx - cot xdx = —cosecx

. Isecz xdx =tanx

. J' cosecxdx = —cot x

l-x
) jlf;’-m_ll
. j dx —
xgxz—l

Derivative of indefinite integral, integral of derivative

d
= k= s
o [Lsmde= S +e
dx

* [/ @)+ (0 g(x)}dx = £ (x)(x)+c

. [LOIO-TD0 S
g0y’ 6()

Rules of integration

* [ LRt S, ()}
=jj;(x)dxij_fz(x)dtt__.ijﬁ(_t)dr

(rule of term-by-term integration)
. Ilgf(x)dx = kJ'f(x)d_'c, where £ is a constant

o [ flax+b)dx =)
a

Methods of integration

Given the integrand our primary objective is to change the

integral into algebraics sum of standard integrands. This

objective can be achieved in any of the following three
methods:

* Simplification or transformation-We change the integral
into algebraic sum of standard integrands by simplification,
using algebraic or trigonometrical simplifications.

* Substitution- We make suitable substitution for the given
variable in terms of some other variable so that the integral
changes into a standard integral or algebraic sum of
standard integrands in the new variable.

* By paris -

[ 1) g(x)dx = £ (x) [ p(x)dx= [[[ @(x)x} f'(x)dx

This method is applicable when the integral can be put as
the product of two functions of which one can be integrated
easily.

Forms of integrands suitable for specific substitution: There
is no fixed rule for selecting a function as the new variable.
While selecting it, we always remember that the resulting
integrand after substitution must change the original integrand
in algebraic sum of standard integrands in the new variable.
However, there are certain forms of the integrand which
indicate the appropriate substitution.

= Form jf{e,ﬂ(x)} -¢'(x)dx, substitute ¢(x)==
[ %@, substitute ¢(x)=2z

* Form J-sin"x-cosz"_lxd.\',ne N, substitute sinx =z
< p 20-1 3 .
Ism x-cos™> xdx,ne N, substitute cosx==z
even

Isinp x-cos? xdx, where p + g = negative integer,

substitute then x=z.

= Form J-f(x,m)dx substitute x = asiné or acosé
_[f(:nﬁ)dr
If(.r,m)ir
j’f(xl,ﬁ)it substitute X’ = a’ cos 28

substitute x = asec@ or acosect

substitute x=atané or acoté



Choice of u, v in “by parts”
; du , .
Fhe method of “b " \uvdx = u|vdx— || | vdx |—dx, 1s
y pasts” [uves =uvds— [ fuae |2
used when the integrand is through of as a product of two
functions. While using this method, one has to take care of the
following:
(1) the second part v must be a standard integrand or can be
easily integrated by simplification or substitution.
.. . du ’
i1) the integral vdx |—dx must not be more complicated
(ii) gral [[ [veke] 5 p
than the onginal integrand.

Using integration by parts, we can in principle calculate the
integral of the product of any two arbitrary functions. You
should be very tharough with the use of this technique, since it
will be extensively required in solving integration problems.
Let u= f(x) and v= g(x) be two arbitrary functions. We need

to evalua[ejf(x)g(x)d.\’. The rule for integration by parts says
that: [ /(x)g(x)dx= f(x)[ g(x)dx [ {f'(x)| g(x)dx}dx

Translated into words (which makes it easier to remember!),
this rule says that: The integral of the product of two functions
= (First function) x (Integral of second function) - Integral of
(Derivative of the first function) x (Integral of the second
function)).

Theoretically, we can choose any of the two functions in the
product as the first function and the other as the second
function. However, a little observation of the expression above
will show you that since we need to deal with the integral of

the second function (j g(x)dx, above)), we should choose the

second function in such a way so that it is easier to integrate;
consequently, the first function should be the one that is more
difficult to integrate out of the two functions. We can thus
define a priority list pertaining to the choice of the first
function, corresponding to the degree of difficulty in
integration:

I = inverse trigonometric functions
L - logarithmic function

A - algebraic functions

T — trigonometric functions

E —exponential function

Decreasing order of difficulty in carrying out integration. For
example, inverse trigonometric functions are the most difficult

to integrate while exponential functions are the easiest. Thus,
we should choose the first function in this order.

The boxed letters should make it clear to you why this rule of
thumb for the selection of the first function is referred to as the
ILATE rule.

It is important to realize that the ILATE rule is just a guide that
serves to facilitate the process of integration by parts; it is not a
rule that always has to be followed; you can choose your first
function contrary to the ILATE rule also if you wish to (and if
you are able to integrate successfully with your choice).
However, the ILATE rule works in most of the cases and is
therefore widely used.

An important result

* [eU @+ S (= f(x).

Integration of some standard rational and irrational
functions (fractions)
Standard integrals are as follows (without writing the constant

of integration) :
o T
*+a® a a
dx | X—a
" J-,rz—a]=zl()g J(x>a)
dx 1 a+x
. -=—1Io JAx<a
jaz—x‘ 2a ga—x( )

dx ==
I—ﬁ = lﬂg(.‘t"i— X —a )

dx e
i
a -x a

j L ﬁ=|0g(:c+w/a“‘+xz)
\_/az+x'

2
= j\/az +x? dr:%xlxz +a’ +a?log(_\'+\fx2 +a?)

2 ’ 2 2
jmd‘f=%sin't£+—x £ =%

a 2

‘Jxx-—al d.r=—{\/xz-az wa—llog(.\'-l-\}xz-a])
2 2

Integration of rational fractions: Let [ [ etc., denote
polynomial of the first degree and (Q,0,,e¢tc., denote

polynomial of the second degree, and N denote the numerator.
Usual methods of integration of rational fractions are as
follows:



N

* Form J'd—: Substitute L, ==z * Method of changing —
Q L0
in partial fractions, where Q,cannot be factorized and the

* Form J-g Put Q,=+a*+(L)" and apply the suitable
1 degree of N £3:

result from Section 1. N _i+£+CX+D
Use of partial fractions in the integration of rational Lo L L o
fractions Find 4, B, C, D as in the above points.
* Ko = Method of changing :

j@, where O, =L, - L, and degree of N <1 !

1 in partial fractions, where O, cannot be factorized and the
[ Ndx \here O, cannot be factorized and degree of N <2 degree of N <4:
bxy N A4 Bx+C Dx+E

[%, where @, cannot be factorized and degree of N <3

Lo,

j Nix , where Q,,0,cannot be factorized and degree of
OO

N<3
Ndx .

I +, where (), cannot be factorized and degree of N <4

1

In each of these we use partial fractions to change the
integrand in algebraic sum of standard integrands.
Method of changing N

1
in partial fractions, where Q,=L,-L,and the degree of
N<l:
N N 4
o i, 4
= N=AL +BL

B
+— where 4, B are constants

Equate the coefficients of similar powers of the variable on
both sides and obtain two equations in A, B to obtain their
values. Or, put two suitable values for the variable on both
sides successively and obtain two equations in A, B to find
their values.

Method of changing in partial fractions, where Q,

1
cannot be factorized and the degree of N <2:
N =i+ Bx+C
Lo L G
where A4, B, C are constants and x is the variable
= N=AQ, +(Bx+C)L,.Obtain three equations in A4, B,

C in any one of the two ways as given in the above point

and solve.

e A=
Lor L g 0
Find 4, B, C, D, E as in the above points.

Note

N
If the fraction is = where the degree of N >the degree of
. N N,
D then write E:P-{-Ewhere the degree of N, < the

degree of D. Then express % in partial fractions.

* Method of integrating J%d.r,where N:AD+B%+N,
X

and A, B are constants, and the degree of N, < the degree

AD+BL 4 N,

of D: J%i\' = J+dx

= Afd+ B[ %4 [N g
D D
=Ax+ BlogD+j&d_r
D
N, _ . . .
Where IEdrcan be integrated by using partial fractions.
Integration of irrational fractions
-—j% Substitute L, ==

= Form | j% Put Q =+a’+(L ) and apply the suitable
1

. FormI

result from Section 1

= Form Lk Express =A£—Q-L+Bwhere A, B are
o
1

dx

constants.



* Form I Express 0, = AQ,+B%€L

are constants.

= Form jm‘t‘: Substitute L, =1

= Form | Substitute 7, =
f

dx
Lo,
= Form JTJXZ Substitute [L, =t

(@)
* Form Substitute ;=
I ZJ_I
Illustrations
Hlustration 1: If [ = _[ u,then?
Solution: As 0<x<1
= x<x<x
1 1 |
= < 7T < 2
I+x l+x ° l+x
1 1 1
dx dx dx
= J-1+Y<JI '”<-[I+ ?
oltX Jl+x e
= log2<1<£
2
dx ;
Ilustration 2: I—yT is equal to?
:cz(l+.x/‘)

Sululiml:[ - gx =I &

P i 4 +L)3n
xd
=l dt ) 1 dx -1
=—\=7 Puttingl + — =1 = —=—dI
43 ( B X 4 )
4 u4
T, X +C=—I+L +C
4 1/4 4
] _1,( 174
_Q.{.C
X

Ilustration 3: If _l'.r”” (14X 2 dx
= A1+ x*2)"2 4 B(1 + x*2)? 4+ C(1+ x*? )2, then?

Solution: I B (14 x7?) dx

12 SIZT\UT 4 _f"_77 =
=X -1+ = [ Sz2ds

+ C where 4, B, C

5
Putting1+ x*'? = 2* :EJ\)ndx=22dz

ie,xdx= %zd’

_4 R 2 ,__4 0, i L
‘EI" -(z -1)¢_§j_ (z* =222 + )

4| 7 27 2
=—| ———+—|+C
51 7 5 3

=%(l+f12)711_%(l+f12)5f1 +%(l+x512)312+c

PR VLW P

35 25 15

Hlustration 4: Iﬁmis equal to?

dx

I \l 2tanx

1+tan’ x
=f sec’ x dr=LI(1+z‘)_2zd:

v2tan x

(Putting tan x = z* = sec’ xdx =2zd-)

_J‘(~+_]+c J'(J_ Slanh‘” J+C.

Solution: I

cos x-Jsm 2x

llustration 5: j is equal to?

dx
1+ Wx=x

Solution: I

dx
1+ x =x?

2sinfcosfd 8
(1+sin@)Vsin® @ -sin* @

(Putting x =sin’ @ = dx =2sinfcosfd 6)

smB

szmg j d9 2(tan 8 —sec )

o

ek |
; mn” xdx
Hlustration 6: I 2

is equal to?
(1+ cos? x /1 +cos? x + cos® x
sin’ x

Solution: I dx

(1+cos® x)V+cos? x +cos’ x

=3
_I sin” x

cos X(Sec x + c0s x) cos xv/sec? x + 1+ cos® x



sin® xdx d=
=] |

cos” x(secx + cos x)—J(secx +cosx)’ -1

. sin’ x
Puttingsec x + cosx =z = dx=dz
cos” x

=sec™ z+c=sec” (secx+cosx)+C

l1+x
Ilustration 7: dx is equal to?
j1+33 ¥ 4
Solution: Put x=2" > dx=3z"d=
J- l+x _[ (1+= )3_
l+-3J_ 1+z

=3J-:-';‘(':2 —z+1)d-
=3J-(:4 =z +22)¢

75 7“ 73
=3 (—=—+2)+C
I( S 4 3)
=%.‘cm—2xdn+x+c

.3
. sin” xdx
Hlustration 8: I

sin’® xdx
(cos® x+3cos® x+1)tan~ (sec x +cos x)

Solution: / =J

Let tan™ (secx+cosx)=I

= ! —(secxtan x—sinx)dx = dr

1+ (secx +cosx)

sin® xdx
== = 3 =dt
cos” x+3cos” x+1

I=I£=log|!|+c
I
= log | tan™ (sec x +cos x) | +C
x4 v ¥
x(l-t—{/:r_r)
Solution: Put x=zf =>dx=6"d=

J.-[,*..J__i.,\/_ J. +S)6st2
x(1+3x) 2 (1+2%)

Hlustration 9: j dx is equal ta?

(cos® x +3cos’ x + 1) tan~ (secx + cosx)

Ilustration 10: J-—dxw
Solution: Put 1+4/x =27 = dr = 4=Jx d=

RSP ”‘/_ Ii{élz-\/;)d:
=4j?3—_-ld_-=4j[1+ zl_sz

is equal to?

=4( —Iog—)+C
z+1

=41 ++/x + —"HJ;_I}-
= 4n/1 \/; 2log[\/m+l C

Mustration 11: 1f 1, =lem°.nir, then

Lol WL % L vl 4L s equal To

Solution: We have, I = Jlan" xdx= I[em"'j x-tan’ xdx
=J'uu'1‘"J x(sec? x=1)dx
= J-Ian"" xsec? xdx —I tan"~ xdx

tan"! x

Ll 21T o LY R Bt Ly
=(L+L)+(L+ 1)+ + L)+ + L)+ ([ + 1))
HbG+ L)+ s+ 1) + (L + 1)+ (1 + 1)

tanx tan®x tan® x
= + +...+
1 2 9

Ilustration IE:]fIf(.r)ir = F(x), lhen]‘.\:Jf(x2 )dxis equal

to?

Solution: Ix’f(.tz)dx = j.\’zf(xz)-:cdr
1
=5[F &
[Puning.\:2 =z xdx= %d::|
=%[3F(s)- [1-F(z)az]
[ [ flx)dx= F(x)]
1 1
=-5:-F(z)-EJF(z)i'z

=1 - 2
= Z.rlF(xJ) - j F(A)d(A).



dx
xx}l—.rj
Solution: f =J-x"(1—.\))‘uzdx
Let 1-x =1*=-3x7dx=2dr

=7

Ilustration 13: I

e 2
3x 31=r
rdt 2¢ di
IEllls = —
I( )( )1 -2 3=
2¢ d 21 -1 1 -Jl—x’—l
== ,—I=—-—log! +c ==In +c
37°=1 3 2 “l1+l 3 e |
Hlustration 14: The anti-derivative of M is?
1-2cos3x
i 3 = . - cosSx+cosdx
Solution: The given anti-derivative =I
1-2cos3x
2cosgcos£ 2C059—XCO$£
= 2 dx =J 2 dx
53 2 3x
1-2| 2cos®* —- 3-4cos T
2c059—cos cos3—x
2 2 2
30053——400 ,BTx

(Muluplying and dividing by OOSB?X)

9x 3Ix x
2c0s—Ccos—CoS—
=I 22 2 (cos3x=4cos’ x—3cosx)

—cos—
2

=—I2005—COS —dx
2 2

=—j(cos2x+005x)it == —sinx+c¢

Hlustration 15: If Imn’ xdx=Ktan’ x + Ltanx + f(x), then ?
Salution: Let / :jtan" xdx

=I[an1x(sec2x—l)dr

= _‘-l::mJ xsec? xdx — I tan” xdx

= Ilanl .rd(lan_t)—j(secz x =1)dx, Wherer = tan x

_tan!x
3

= K=—;L=-1;f(x)=x+C

1l
-1

Hlustration 16: I( ]dx is equal to?

(In r)1+1

Solution: Putln x=r=>x=¢é =>dx='dr

oo

4 x
=——+c= —+C
rr+1 (Inx)” +1

Jx

Hlustration 17: I——dx equals?

Vxl+4
Solution: I = jﬁdx

3
Let x= 2!11119::»5):”

—)dr
(* +1)?

2=2sec1.‘fﬂﬁ
dx

xdx = §sec1 8do

—sec *0do
== [secods

el s

=§In(sec9+tan9)+c

]2 3
;I[ ffi};l[ﬂ_ 44]

2 2
o] A=bid

=3 2(,/? ,jg_) _2 (f-z_r"-zt]ﬂ

(x* =2)dx
2
(x*+5¢* +4)tan™" (" +2)
X

157

Hlustration 18: I

x+2
Solution: Put = =y..'.dy=(l— Iint
x

x’(l—%)dx

(2 +2) +¢ ]tan“(x!:z]

=JL
(' +Dtan~'y

(Putting x+3=!)=I0g|tan‘1y|=log +C
x

tan™ (x+z)
x




