Random Vari
and Mathematic
Expectation

Introduction

etween
Sylvestre-Frangois
Lacroix in 1816 and Louis Bachelier

in 1914, the concepts random variable and mean of
a random variable were invented. Some authors contend that

Simeon-Denis Poisson invented the concepts random variable and
expected value. Simeon-Denis Poisson, a French mathematician
known for his work on probability theory. Poisson’s research was
mainly on Probability. In 1838, Poisson published his ideas on

probability theory, which also included what is now known as Poisson
distribution. He published between 300 and 400 mathematical works including applications to electricity
and magnetism, and astronomy.

® (@/’ Learning Objectives ®

After studying this chapter students are able to understand

® Why do we use random variable?
Why do we need to define the random variable?
the types of Random variables.

the probability function.

the distribution function.

the nature of problems.

the methods for studying random experiments with outcomes that can be
described numerically.

the real probabilistic computation.

® the concept of mathematical expectation for discrete and continuous
random variables.

® the properties of mathematical expectation for discrete and continuous
random variables.

® the determination of mean and variance for discrete and continuous
random variables.

® and the practical applications of mathematical expectations for discrete
and continuous random variables.

- 124 I 12" Std. Business Mathematics and Statistics

‘ ‘ XII Std - Business Maths & Stat EM Chapter 6.indd 124 @ 2/28/2020 2:55:13 PM ‘ ‘



6.1. Random variable

Introduction:

Let the random experiment be the toss
of a coin. When ‘n’ coins are tossed, one may
be interested in knowing the number of heads
obtained. When a pair of dice is thrown, one
may seek information about the sum of sample
points. Thus, we associate a real number with
each outcome of an experiment. In other words,
we are considering a function whose domain is
the set of possible outcomes and whose range
is subset of the set of real numbers. Such a
function is called random variable.

In algebra, you learned about different
variables like X or Y or any other letter in a
particular problem. Thus in basic mathematics, a
variable is an alphabetical character that
represents an unknown number. A random
variable is a variable that is subject to randomness,
which means it could take on different values. In
statistics, it is quite general to use X to denote a
random variable and it takes on different values
depending on the situation.

Some of the examples of random variable:

(i) Number of heads, ifa coin is tossed
8 times.

(ii) The return on an investment in
one-year period.

(iii) Faces on rolling a die.

(iv) Number of customers who arrive
at a bank in the regular interval
of one hour between 9.00 a.m and
4.30 p.m from Monday to Friday.

(v) The sale volume of a store on a
particular day.

For instance, the random experiment ‘E’
consists of three tosses of a coin
and the outcomes of this
experiment forms the sample

space is ‘S’ Let X denotes the

number of heads obtained. Tossinga Coin
Fig.6.1
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Here X is a real number connected with the
outcome of a random experiment E. The details
given below

(HHH) 3 (HTT) 1
(HHT) 2 (THT) 1
(HTH) 2 (TTH) 1
(THH) 2 (TTT) 0

ie, Ry ={0,1,2,3}

From the above said example, for each
outcomes w, there corresponds a real
number X(w). Since the points of the sample
space ‘S’ corresponds to outcomes is defined for
eachwes.

6.1.1 Definition of arandom variable

Definition 6.1

A random variable (r.v.) is a real valued
function defined on a sample space S and
taking values in (- oo, o) or whose possible
values are numerical outcomes of a random
experiment.

(i) If x is a real number, the set of all w in
S such that X(w)=x is, denoted by

X =x.Thus P(X = x) = P{w:X(w) = x}.

(ii) P(X < a) = P{w:X(w)€E€(~ o, a]} and
P(a < X < b) = P{lw:X(w) €(a, b]}.

(iii) One-dimensional random variables
will be denoted by capital letters,
X,Y,Z,..., etc. A typical outcome of
the experiment will be denoted by w.
Thus beX(w) represents the real
number which the random variable
X associates with the outcome 7 . The
values which X,Y,Z,..., etc, can
assume are denoted by lower case
letters, viz.,x, ), z,..., etc.
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(i) If X, and X, are random variables
and C is a constant, then

CX, X+ X,,XX,,X, —X, are
also random variables.
1
(ii) If X is a random variable, then (i) —

and (i) |X | are also random variables.

Types of Random Variable:

Random variables are classified into two
types namely discrete and continuous random
variables. These are important for practical
applications in the field of Mathematics and
Statistics. The above types of random variable
are defined with examples as follows.

6.1.2 Discrete random variable

Definition 6.2

A variable which can assume finite
number of possible values or an infinite
sequence of countable real numbers is called
a discrete random variable.

Examples of discrete random variable:
® Marks obtained in a test.
® Number of red marbles in a jar.

® Number of telephone calls at a particular
time.

® Number of cars sold by a car dealer in
one month, etc.,

For instance, three responsible persons
say, P, P and P are asked about their opinion
in favour of building a model school in a certain
district. Each person’s response is recorded
as Yes (Y) or No (N). Determine the random
variable that could be of interest in this regard.

The possibilities of the response are as follows
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Table 6.1
Values of Random
e variable
Possibilities P P p 3 (Number of Yes
those who are given)
1 Y Y Y 3
2 Y Y N 2
3 Y N Y 2
4 Y NN 1
5 N Y Y 2
6 N Y N 1
7 N N Y 1
8 N N N 0

Form the above table, the discrete random
variable take values 0, 1, 2 and 3.

Probability Mass function

Definition 6.3

If X is a discrete random variable with
distinct valuesx;, x,, ..., X, ..., then the
function, denoted by Py (x) and defined by

P(szl)zpzzp(xz) if_X':xi ,i=1,2,...,n,...

PX(x)=p(x)={0 if x#x;

This is defined to be the probability mass
function or discrete probability function of X.

The probability mass function p(x) must
satisty the following conditions

(i) p(x,)>0V1i, (i) Y plx;) =1
i=1

Example 6.1

The number of cars in a household is
given below.

No. of cars 0 1 2 3 4
INNoBsHEISIEEN 30 320 380 190 80

Estimate the probability mass function.
Verify p(x;) is a probability mass function.

Solution:

Let X be the number of cars
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Table 6.2 O+a+2a+2a+3a+a’+2a’*+7a’+a =1
Number of 2 _
X=x, Household plx;) 10a7+9a-1=0
0 30 0.03 (10a-1)(a+1) =0
1 320 0.32 4= — and -1
10
2 380 0.38 Since p(x) cannot be negative, a = - 1 is
1
> 1=y 12 not applicable. Hence, a = 0
4 80 W (ii) P(X <3)=P(X=0)+P(X=1)+P(X=2)
Total 1000 1.00 — 0+a+2a
(i) p(x;)=20Viand =3a
) 3 (L1
i) Y plx;) 10 U 10
i=1 (iii) P(X >2)=1-P(X<2)
= p(0)+p(1)+p(2)+p(3)+p(4) =1-[ P(X=0)+ P(X=1)+P(X=2)]
=0.03+0.32+0.38+0.19+0.08 =1 3
Hence p(x;)is a probability mass function. T 10
N _ 7
9
® For X=0, the probability 0.03, comes (iv) P2< X <5)=P(X=3)+P(X=4)+P(X=5) @
from 30/1000, the other probabilities are —2a+3a+d
estimated similarly. Csg
Example 6.2 = i+i _ 2L
A random variable X has the following 10100 100
probability function Example 6.3
0 1 2 3 4 5 6 7
of X . X x=0,1,2,3,4,5
0 a 2a 2a 3a a* 24 7da°+a If p(x)=120

0, otherwise
(i) Find a, Evaluate (ii) P(X < 3), (iii) P(X > 2) o .
<
and (iv) P2< X <5). Find (i) P(X <3) and (ii) P(2< X <4)
Solution:

P(X<3)=P(X=0)+P(X=1)+P(X=2)

Solution:

(i) Since the condition of probability mass

function is — 0+i 2 - 3
o 20 20 20
Y plx;) =1
& PQ2< X <4)= P(X=3)+P(X=4)
o3 ) <1 NEINE
" P 20 20 20
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Example 6.4

If you toss a fair coin three times, the
outcome of an experiment consider as random
variable which counts the number of heads on
the upturned faces. Find out the probability
mass function and check the properties of the
probability mass function.

Solution:

Let Xis the random wvariable which
counts the number of heads on the upturned
faces. The outcomes are stated below

Outcomes Vg%l;gs Outcomes Vgggs
(HHH) 3 (HTT) 1
(HHT) 2 (THT) 1
(HTH) 2 (TTH) 1
(THH) 2 (TTT) 0

These values are summarized in the
following probability table.

Table 6.3

Value of X 11213 Total
| Valueof X| 0 [ 12 ]3| Total |
x) 1 3 3 1 2
T e s a s [ D
i=0

(i) p(x;,)=20Vi and
3

(i) Y plx,)=1
i=0

Hence, p(x;,)is a probability mass function.

Example 6.5

Two unbiased dice are ‘7:’,
thrown simultaneously and sum
of the upturned faces considered @
as random variable. Construct a ,u“;f
probability mass function. Fig.6.2
Solution:

(L1) (L,2) (1,3) (1,4) (1,5 (1,6)
2,1) (22) 2,3) (24) (2,5 (2,6)
(3,1) (32) (33) (34) (35 (3,6)
(41) 42) (43) (44) 45 (4.,6)
(5,1) (52) (53) (54) (55) (56)
(6,1) (6,2) (6,3) (6,4) (6,5 (6,6)

Sample space (s)=

Total outcomes : n(S) =36
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Discrete distribution function

Definition 6.4

The discrete cumulative distribution
function or distribution function of a real
valued discrete random variable X takes the
countable number of points x, x,, ... with
corresponding probabilities p(x,), p(x,), ...
and then the cumulative distribution function
is defined by

Fy(x)=P(X<x), forallxeR
i.e.Fy(x)=Y p(x;)

x;<x

For instance, suppose we have a family of
two children. The sample space

S = {bb, bg, gb, gg}, where b =boy and g = girl

Let X be the random variable which counts
the number of boys. Then, the values (X)
corresponding to the sample space are 2, 1, 1,
and 0.
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Hence, the probability mass function of X is

X=x 0 1 2
1 1 1
p) : - .
4 2 4

Then, we can form a cumulative distribution
function of X is

X=x 0 1 2
1 1 1
(x) = = -
4 4 2 4
1113 3 1

I2NCOEY: 06 — —+—=— —+-=1
x(x)=P( ) 44 2 4 4 4

Example 6.6

A coin is tossed thrice. LetX be the
number of observed heads. Find the cumulative
distribution function of X .

Solution:

The sample space (S) ={ (HHH), (HHT),
(HTH), (HTT),(THH),(THT),(TTH),(TTT)}

X takes the values: 3,2,2,1,2,1,1,and 0

Range of X (Rx) 0 1 2 3
re  IEEEREERES!
: 8 8 8 8
F (x) 14 7
5 8 8 8
0, forx<O0
%,for03x<1
Thus, we have FX(x)=<§,for1Sx<2
7
g,for23x<3
1, forx<3

Example 6.7

Construct the distribution function for
the discrete random variable X whose
probability distribution is given below. Also
draw a graph of p(x) and F(x).
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X =x | 2 3 4 5 6 7

-

Solution

1o
0C0
0€0
S1°0
80°0
S0°0

From the values of p(x) given in the
probability distribution, we obtain

F(1)=P(x<1)=P(1)=0.10
F(2)=P(x<2)=PQ1)+P(2)
=0.10+0.12=0.22

F(3)=P(x<3)=P(1)+ P(2) + P(3)
= F(2)+P(3)
=0.22+0.20
=0.42

F(4)= F(3)+ P(4)
=0.42+0.30
=0.72

F(5)=F(4)+ P(5)
=0.72+0.15
=0.87

F(6) = F(5) + P(6)
=0.87 +0.08
=0.95

F(7) = F(6)+ P(7)
=0.95+0.05
=1.00

A Graph of p(x)
0.35 +

0.30 +
0.25 +
0.20 +
0.15 +
0.10 +
0.05 +

P

A
Y

v X=X
Fig.6.3
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12 L

1.0 4+
Graph of F(X
08 L p! )

0.6 +

F(x)

0.4 +

0.2 + __I_

A
Y

0, ifx<l
0.10, if x<1
0.22, if x<2
0.42, if x<3
0.72, if x<4
0.87, if x<5
0.95, if x<6
L, ifx<7
6.1.3 Continuous random variable

Definition 6.5

A random variable X which can take on

F(x) is Fy (x)=1

any value (integral as well as fraction) in the
interval is called continuous random variable.

Examples of continuous random variable

® The amount of water in a 10 ounce bottle.
The speed of a car.

Electricity consumption in kilowatt hours.
Height of people in a population.

Weight of students in a class.

The length of time taken by a truck driver
to go from Chennai to Madurai, etc.

Probability density function

Definition 6.6

The probability that a random variable
X takes a value in the interval [¢t;,¢,] (open
or closed) is given by the integral of a function
called the probability density function f, (x):

P(t, <X sr2)=ffx(x)dx.
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Other names that are used instead of
probability density function include density
function, continuous probability function,
integrating density function.

The probability density functions f, (x)
or simply by f(x) must satisfy the following
conditions.

G) f(z)>0Vzand (i) j flx)dx=1.

Example 6.8

A continuous random variable X has the
following p.d.f f(x)=ax , 0<x<1

Determine the constantaandalsofind P l:X < %:|

Solution:

We know that

oo

| feodx =1

j.ax dx=1= aj.xdx =1

0 0
1
2
za(x—J =1
2
0
=2(1-0)=1
=a=2
1
2

P[x < ﬂ _ [, Flx)dx

) :
=Jaxdx =I2xdx =—\
0 0

Example 6.9
A continuous random variable X has p.d.f

fx)= 5x*,0<x<1 Find a,and a, such that
(i) P[X <a,]= P[X >a,] (ii) P[X >a,]=0.05
Solution

(i) Since P[X <a,]=P[X >aq,]

1
P[XS&ZI]ZE
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al 1
ie., x)dx=—
J fode=2
0
al 1
ie., J S5xtdx ==
2
0
5 2
0 1
a,=(0.5)s
(if) P[X>a,]=0.05

1
[ fodx=0.05

1
J 5x*dx =0.05

a)
1
5
S[x—:| ~0.05
5
a
1
a, =[0.95]5

Continuous distribution function

Definition 6.7

If X is a continuous random variable
with the probability density function f (x),
then the function Fy (x) is defined by

Fy(x)=P[X<x]= T f(t)dt,—o < x < oo

—oco

is called the distribution function (d.f) or
sometimes the cumulative distribution function
(c.d.f) of the continuous random variable X .

Properties of cumulative distribution function
The function FX(x) or simply F(x) has the

following properties

(i) 0<F(x)<1,—co<x<oo

(i) F(=c0)= lim F(x)=0 and F(4e0) = lim F(x)=1.

(iii) F(-) isx %_; monotone, nonfggcreasing

function; that is, F(a)<F(b) for a<b.

(iv) F(-) is continuous from the right; that is,
lim F(x+h)=F(x).
h—0
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(v) F'(x)= iF(x) =f(x)20
dx

(Vi) F(x) = dip(x) = f(x)=dF(x)= f(x)dx , dF(x)
X
is known as probability differential of X .

b b a
(Vi) Pla<x<b)=|[f(x)dx= [ f(x)dx - [ f(x)dx

=P(X<b)-P(X<a)

=F(b)-F(a)
Example 6.10
Suppose, the life in hours of a radio tube
has the following p.d.f
100

—— ,whenx =100
flx)=1 x*
0, whenx <100

Find the distribution function.

Solution:

X

F(x)= [ f(t)dt

——dt,x>100

_: 100
-]

100

1 X
=[ﬂ:| ,x 2100

—t 100

100
F(x):[l——],x =100
X

Example 6.11

The amount of bread (in hundreds of
pounds) x that a certain bakery is able to sell in
a day is found to be a numerical valued random
phenomenon, with a probability function
specified by the probability density function

f(x)is given by

Ax, for0<x <10
f(x)=1A(20—-x), forl0<x<20
0, otherwise

(a) Find the value of A.

Random Variable and Mathematical Expectation I 131 -
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(b) What is the probability that the number of
pounds of bread that will be sold tomorrow is
(i) More than 10 pounds,
(ii) Less than 10 pounds, and
(iii) Between 5 and 15 pounds?

Solution:

oo

(a) We know that J- f(x)dx =1

10 20
J. Axdx+ J AQ0—x)dx=1

10

0
) 10 2 20
A [x—] +|:20x—x—:| —1
2 2
0 10

A[(50 - 0)+ (400 —200) — (200 — 50)]=1
_ 1
100
(b) (i) The probability that the number of pounds
of bread that will be sold tomorrow is

more than 10 pounds is given by

20
P(10§X§20)=j$(20—x)dx

10

1 5720
=—|20x-2
100 2
10

1
_ﬁ[(ztoo —200)-(200-50) |

=0.5
(ii) The probability that the number of pounds
of bread that will be sold tomorrow is less
than 10 pounds, is given by

10
1
P(0 SX<10)=I—xdx
) 100

10
_LH
100 2
0

1
—E(SO—O)

=0.5

(iii) The probability that the number of
pounds of bread that will be sold
tomorrow is between 5 and 15 pounds is
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15

10
1 1
P(5<X<15)=|—uxdx+ | — (20— x)dx
( ) leO JIOO( %

5 10
10 15
1| 1 2
100] 2 100 2
5 10
=0.75

* Exercise 6.1

1. Construct cumulative distribution function
for the given probability distribution.

o
P(X = %) 03 02 04 0.1

2. Let X beadiscrete random variable with

the following p.m.f
0.3 forx=3
02  forx=5

p(x)=403  forx=38
02 forx=10
0 otherwise

Find and plot the c.d.f. of X.

3. 'The discrete random variable X has the
following probability function

kx x=2,4,6
P(X=x)=13k(x-2) x=8
0 otherwise

where k is a constant. Show that k= E

4. The discrete random variable X has the
probability function

k 2k 3k 4k

Show that k = 0-1.

5. Two coins are tossed simultaneously.
Getting a head is termed as success. Find
the probability distribution of the number
of successes.
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6. A continuous random variable X has the
following probability function

Value

of X=x

0 k 2k 2k 3k k® 2Kk*7k*+k
(

i) Findk
(ii) Evaluate p(x < 6), p(x = 6)and
p(0<x<5)

1
(iii) If P(X< x) > E’then find the
minimum value of x .

7. The distribution of a continuous random
variable X in range (-3, 3) is given by p.d.f.

1
—(B+x)?, -3<x<-1
16

1
f(x)=1 3(6—2x2), —1<x<1

1
—(B-x)1<x<3
16

Verify that the area under the curve is unity.

8. A continuous random variable X has the
following distribution function

0 Jif x<1
F(x)={k(x-1)*,ifl<x<3
1 Jif x>3

Find (i) k and (ii) the probability density function.

9. The length of time (in minutes) that a
certain person speaks on the telephone is
found to be random phenomenon, with a
probability function specified by the
probability density function f(x) as

f(x)_{Ae’”5 , for x=20

0 ,otherwise

(a)  Find the value of A that makes f(x) ap.d.f.

(b)  What is the probability that the number of
minutes that person will talk over the phone
is (i) more than 10 minutes, (ii) less than 5
minutes and (iii) between 5 and 10 minutes.
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10.

(a)

(b)

11.
12.

13.
14.

15.

16.

17.

18.

19.

20.

Suppose that the time in minutes that
a person has to wait at a certain station
for a train is found to be a random
phenomenon with a probability function
specified by the distribution function

0, for x<0

f,forOSx<1
2

1
F(x):<5,for1Sx<2

i,forZSx<4

1, forx=4

Is the distribution function continuous? If
so, give its probability density function?

What is the probability that a person will
have to wait (i) more than 3 minutes, (ii)
less than 3 minutes and (iii) between 1
and 3 minutes?

Define random variable.

Explain what are the types of random
variable?

Define discrete random variable.

What do you understand by continuous
random variable?

Describe what is meant by a random
variable.

Distinguish ~ between  discrete and
continuous random variable.

Explain the distribution function of a
random variable.

Explain the terms (i) probability mass
function, (ii) probability density function
and (iii) probability distribution function.

What are the properties of (i) discrete
random variable and (ii) continuous
random variable?

State the properties of distribution
function.
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6.2. Mathematical Expectation
Introduction

An extremely useful concept in problems
involving random variables or distributions
is that of expectation. Random variables can
be characterized and dealt with effectively
for practical purposes by consideration of
quantities called their expectation. The concept
of mathematical expectation arose in connection
with games of chance. For example, a gambler
might be interested in his average winnings at
a game, a businessman in his average profits
on a product, and so on. The average value of
a random phenomenon is also termed as its
Mathematical expectation or expected value. In
the following sections, we will define and study
the concept of mathematical expectation for
both discrete and continuous random variables,
which will be used in the following subsection.

6.2.1 Expected value and Variance
Expected value
The expected value is a weighted average

of the values of a random variable may assume.
The weights are the probabilities.

Definition 6.8

Let X be a discrete random variable with
probability mass function (p.m.f) p(x).
Then, its expected value is defined by

E(X)=) xp(x) (1)

If X is a continuous random variable
and f(x) is the value of its probability density
function at x, the expected value of X is

EX)=[xf()dx  .@)

E
® In (1), E(X) is defined to be the

indicated series provided that the
series is absolutely convergent;

Note

otherwise, we say that the mean
does not exist.
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® In (1), E(X) is an “average” of the
values that the random variable takes
on, where each value is weighted
by the probability that the random
variable is equal to that value. Values
that are more probable receive more
weight.

® In (2), E(X) is defined to be the
indicated integral if the integral
exists; otherwise, we say that the
mean does not exist.

® In (2), E(X) is an “average” of the
values that the random variable
takes on, where each value x is
multiplied by the approximate
probability that X equals the value x,
namely f, (x)dx and then
integrated over all values.

® [E(X) is the center of gravity or
centroid of the unit mass that is
determined by the density function
of X. So the mean of X is measure
of where the values of the random
variable X are “centered”.

® The mean of X, denoted by @ _or
E(X).

Variance

The variance is a weighted average of the
squared deviations of a random variable from
its mean. The weights are the probabilities. The
mean of a random variable X, defined in (1)
and (2), was a measure of central location of the
density of X. The variance of a random variable
X will be a measure of the spread or dispersion
of the density of X or simply the variability in
the values of a random variable.
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Definition 6.9

The variance of X is defined by
Var()=3 [x~EX) [ p(x) .. 3)

if X is discrete random variable with
probability mass function p(x).

Var(X)= T [x-EOT fex)dx .. @)

if X is cor_ljanuous random variable with
probability density function f (x).

Definition 6.10
Expected value of [X ~E(X)]* is called the
variance of the random variable.

L€ Var(X) =E[X - EX)J =E(X?)-[ECO] - (5)

where
sz p(x), if Xis Discrete Random Variable

E(X?)=1
_[ x* f(x)dx, if XisContinuous Random Variable

—oo

A\
Note i

® In the following examples, variance

will be found using definition 6.10.

® The variances are defined only if the
series in (3) is convergent or if the
integrals in (4) exist.

® If Xis a random variable, the
standard deviation of X (S.D(X)),
denoted by o, is defined as

® The variance of X , denoted by O'X2

or Var(X)or V(X)
no__ A®
YOU My

M4 KNOW?

Mean is the center of gravity of a
density; similarly, variance represents
the moment of inertia of the same
density with respect to a perpendicular
axis through the center of gravity.
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6.2.2 Properties of Mathematical

expectation
(i) E(a)=a, where d’ is a constant
(ii) E(aX)=aE(X)

(iii)) E(aX+b)=aE(X)+b, where ‘@’

and ‘b’ are constants.

(iv) If X>0,then E(X)=0

(v) V(a)=0

(vi) If X is random variable, then

V(aX+b)=a’V(X)

Concept of moments

The moments (or raw moments) of a
random variable or of a distribution are the
expectations of the powers of the random
variable which has the given distribution.

Definition 6.11

If X is a random variable, then the ™ moment
of X, usually denoted by ¢' , is defined as ¢’ =
2 x"p(x), fordiscreterandom variable

S | |
j x" f(x)dx, for continuous random variable

—oco

provided the expectation exists.

Definition 6.12

If X is a random variable, the '™ central
momentof X aboutaisdefinedas E [(X - a)r]

dfa= ®_,we have the ' central moment of X
about ? denoted by ?, which is

¢ = E[(X-¢,)]

® (p'1 =EX) =0,, the mean of X.
¢, = E[X-¢,] =0.
¢, = E[(X—(pX)Z], the variance of X .

All odd moments of X about ?,
are 0 if the density function of X is
symmetrical about ¢, , provided
such moments exist.

Random Variable and Mathematical Expectation I 135 -
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Example 6.12

Determine the mean and variance of the
random variable X having the following
probability distribution.

12345678910

S A R R R e I T R = =
OB - = 5 2 8 2 2 8 B B
Solution:

Mean of the random variable

X = E(X)=) xPy(x)

X
= (1 x0.15) + (2 x 0.10) + (3 x 0.10) +
(4x0.01)+(5x0.08) + (6 x0.01) +
(7 x0.05) + (8 x0.02) + (9 x0.28) +
(10 x 0.20)

E(X)=6.18

E(Xz)zz:x2 P, (x)
= (iz x 0.15) + (2% x 0.10) + (3> x 0.10)
+ (4% x 0.01) + (5% x 0.08) + (6% x
0.01) + (7* x 0.05) + (8 x 0.02) +
(9% x 0.28) + (10° x 0.20).
=50.38
Variance of the Random Variable
X=V(X)= 15()(2)—[E(X)]2
=50.38 - (6.56)*
=12.19
Therefore, the mean and variance of the

given discrete distribution are 6.18 and 12.19
respectively.

Example 6.13

Six men and five women apply for an
executive position in a small company. Two of
the applicants are selected for an interview. Let X
denote the number of women in the interview pool.
We have found the probability mass function of X.

e

2

2 5 4

P(x) — — —
11 11 11
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How many women do you expect in the
interview pool?
Solution:

Expected number of women in the
interview pool is

E(X)=) xPy(x)

13
11
Example 6.14
Determine the mean and variance of a

discrete random variable, given its distribution
as follows.

1 2 3 4 5 6

X=x
P B 4 1
: e lela |

Solution

()
| @
| wn

From the given data, you first calculate the
probability distribution of the random variable.
Then using it you calculate mean and variance.

X p(x)
1 F(l):é 2 1 1
2 F(2) F(1)_g3 g;gl
3 Fz3j Fizj é §:§
4 F(4) -F(3) = ——2==
R
5 B(S) - F(4) = - ===
6 F(6) - F(5) = 1— §=—

The probability mass function is

X=x 1 2 3 4 5 6

e L]l
6 6 6 6 6

|~
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Mean of the random variable X

= E(X) =ZxPX(x)
= (1xé)+(2xé)+(3xé)+(4xé)+(5x%)+(6xé)

= %(1+2+3+4+5+6)

E(Xz):sz Py (x)

= (12><1)+(22xl)+(32xl)+(42xl)+(52xl)+(62xlj
6 6 6 6 6 6
1
= (P42’ 43744745 +6)
6

A

6
Variance of the Random Variable

X=V(X)= E(Xz)—[E(X)]z

9 (7Y
6 2
_35
12
Example 6.15

The following information is the
probability distribution of successes.

No. of Successes 0 1 2

- 6 9 1
Probability o = =

Determine the expected number of success.

Solution:

Expected number of success is

E(X)=ZxPX(x)

Lo e 1x2 |+ 2x 2
11 22 22
_11

= =0.5
22
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Therefore, the expected number of success
is 0.5. Approximately one success.

Example 6.16

An urn contains four balls of red, black,
green and blue colours. There is an equal
probability of getting any coloured ball. What is
the expected value of getting a blue ball out of
30 experiments with replacement?

Solution:
Probability of getting a blue ball (p) = %
=0.25
Total experiments (N) =30

Expected value = Number of

experiments X
Probability

=Nxp
=30x0.25
=7.50

Therefore, the expected value of getting
blue ball is approximately 8.

Example 6.17
A fair die is thrown. Find out the expected
value of its outcomes.

Solution:

If the random variable X is the top face of
a tossed, fair, six sided die, then the probability
mass function of X is

1
Py (x)=g, for x = 1,2,3,4,5 and 6

The average toss, that is, the expected
value of X is

E(X) =ZxPX(x)
:(1x1)+(2x1)+(3x1)+(4x1)
6 6 6 6
+(5x1)+(6x1)
6 6
7

- l(1+2+3+4+5+6) =L =35
6 2
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Therefore, the expected toss of a fair six
sided die is 3.5.

Example 6.18
Suppose the probability mass function of
the discrete random variable is

p(x) 02 01 04 03

What is the value of E(3X + 2X?) ?

Solution:

E(X)=) xPy(x)

=(0x02)+(1x0.1)+(2x0.4) +

(3x0.3)
=138

E(X*)=Y %" Py(x)
=(0*°x0.2) + (1*x0.1) + (2> x 0.4)
+(3*%0.3)
=44
E(3X + 2X%) =3E(X) + 2E(X?)
=(3x1.8) + (2 x 4.4)
=142

Example 6.19
Consider a random variable X with
probability density function

4x°,if 0<x<1
fa= {0 , otherwise
Find E(X) and V(X).
Solution:

We know that,

oo

E(X)= [ x f(x)dx

—oo

:-1[)c4x3 dx
0

1
5
0

4
E(X)=¢
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Example 6.20
If f (x) is defined by f(x)=ke ™ ,0<x<oo
is a density function. Determine the
constant k and also find mean.

Solution:

We know that

J' f(x)dx=1,since f(x) is a density function.

oo

Ike_zx dx=1

0

k]oe_zx dx=1
0

—2x |7
-2
0

=k=2

oo

E(X)= [ x f(x)dx

—oo

:Txk e > dx =2T xe > dx
0 0

—2x |7 e —2x
—2]| X —J- ¢ dx
-2 -2
0 0

(v Judv=ur [ vau)

=1je_2x dx =%
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Example 6.21

The time to failure in thousands of hours
of an important piece of electronic equipment
used in a manufactured DVD player has the
density function.

f(x)={3€_3x’ x>0

0, otherwise
Find the expected life of the piece of
equipment.

Solution:

We know that,

oo

E(X)= | x f(x)dx

—oo

= I x3e > dx
0

xe *dx

[ e_3x }m
X j—
-3
0

I[e_; ]dx} (- Judv=uv—[vau)

Therefore, the expected life of the piece of

1
equipment is 3 hrs (in thousands).

Example 6.22

A commuter train arrives punctually at

a station every 25 minutes. Each morning, a

commuter leaves his house and casually walks

to the train station. Let X denote the amount of

time, in minutes, that commuter waits for the

train from the time he reaches the train station.

It is known that the probability density function
of X is

1

f(x)=425

0, otherwise.

, for0<x<25

Obtain and interpret the expected value
of the random variable X.

‘ ‘ XIl Std - Business Maths & Stat EM Chapter 6.indd 139

Solution:

Expected value of the random variable is

E(X)= T x f(x)dx
25
= Ixidx
9 25

1 25
:—dex
251

25
_1|x
251 2
0

=12.5
Therefore, the expected waiting time of

the commuter is 12.5 minutes.

Example 6.23
Suppose the life in hours of a radio tube
has the probability density function

X

flx)= e 100 whenx>100
0, whenx<100 @
Find the mean of the life of a radio tube.

Solution:

We know that, the expected random
variable

E(X)= T x f(x)dx

©  _X
= J. xe 100 dx
100
x| X
e 100 3 e 100
= x - d
1 I 1 |
- 100 ———
100 |y, 100

('_"[udVZuv—J.vdu)
=/ (10000)(& ")+ (10000) (¢ )
= [(10000)(0.3679)+(10000)(0.3679) |
=7358 hours

Therefore, the mean life of a radio tube is
7,358 hours.

Random Variable and Mathematical Expectation I 139 -
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Example 6.24 "
The probability density function of a =Ixze_xdx .. e_IXI is an even function)
random variable X is 0

F(x)=ke ™, —co< x <00 =) (vr(a) =[x dvazom - (n—n!]

Find the value of k and also find mean =2
and variance for the random variable. V(X):E(XZ)—[E(X )T
2
Solution j_[O]
We know that,
, % Exercise 6.2
J. f(x)dx=1
- 1. Find the expected value for the random
J‘ e My =1 variable of an unbiased die
- 2. Let X be a random variable defining
k J‘ e Mdx=1 number of students getting A grade. Find

the expected value of X from the given
table

ZkJ e “dx=1
(- e™ isan even function)
P(X=x) 0.2 0.1 0.4 0.3
—X

e
® 2k |:__1:| =1 3. 'The following table is describing about ®
0 the probability mass function of the
k= 1 random variable X
2

Mean of the random variable is

E(X)= ]? x f(x)dx

E(X)= j xke Mdx

Il

is an odd function of x)

L
=— | xe "dx
)

=0

E(X*)= ]o X f(x)dx

(" xe

= ]: ke Mldx

LT 2y
=— | x°e "dx
|

—oo
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Find the standard deviation of x.
Let X be a continuous random variable
with probability density function

2x, 0<x<1

fx (x) - { 0, otherwise
Find the expected value of X .

Let X be a continuous random variable
with probability density function

3
—,x=1
f(x)=1x*

0, otherwise
Find the mean and variance of X .
In an investment, a man can make a profit
of X 5,000 with a probability of 0.62 or
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a loss of X 8,000 with a probability of 0-38.

(a) discrete value

Find the expected gain. (b) weighted value
7. What are the properties of Mathematical (c) expected value a;
expectation? . E [t
(d) cumulative value s
8.  What do you understand by Mathematical E1S18 72
expectation? Demand of products per day for three
9. How do you define variance in terms of days are 21, 19, 22 units and their
Mathematical expectation? respective probabilities are 0- 29, 0- 40, 0-
35. Pofit per unit is 0-50 paisa then
10. Define Mathematical expectation in terms
expected profits for three days are
of discrete random variable.
(a) 21,19, 22 (b) 21.5,19.5,22.5
11. State the definition of Mathematical
expectation using continuous random (c) 0.29,0.40,0.35 (d) 3.045, 3.8, 3.85
variable. Probability which explains x is equal to or
12. In a business venture a man can make a less than particular value is classified as
profit of X 2,000 with a probability of 0.4 (a) discrete probability
or have a loss of X 1,000 with a probability _ o
o ) (b) cumulative probability
of 0-6. What is his expected, variance _ N
and standard deviation of profit? (c) marginal probability
d) continuous probabilit
13. The number of miles an automobile tire @ P Y
® lasts before it reaches a critical point in Given E(X) =5and E(Y) =-2,then E(X-Y) s
tread wear can be represented by a p.d.f. (@) 3 ®)5 ()7 d) -2
_x
1 e 3, forx>0 A variable that can assume any possible
f(x)=130 value between two points is called
0 , forx<0 . _
(a) discrete random variable
Find the expected number of miles ] )
) ) o (b) continuous random variable
(in thousands) a tire would last until it _
reaches the critical tread wear point. (c) discrete sample space
) ) ) (d) random variable
14. A person tosses a coin and is to receive X 4
for a head and is to pay X 2 for a tail. Find A formula or equation used to represent
the expectation and variance of his gains. the probability distribution of a
15. Let X be a random variable and Y = 2X continuous random variable is called

+ 1. What is the variance of Y if variance
of Xis57?

* Exercise 6.3

Choose the correct Answer

1.

Value which is obtained by multiplying
possible values of random variable with
probability of occurrence and is equal to
weighted average is called

(a) probability distribution
(b) distribution function
(c) probability density function

(d) mathematical expectation

If X is a discrete random variable and
p(x) is the probability of X, then the
expected value of this random variable is
equal to

Random Variable and Mathematical Expectation I 141 -
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10.

11.

12.

13.

14.

15.

(@) Y f(x) b)Y [x+f(x)]
(© Y fx)+x (d) Y xp(x)

Which of the following is not possible in
probability distribution?

() D p(x)20 ®) Y plx)=1

(© Y xplx)=2 (d) plx)=—0.5
If c is a constant, then E(c) is

()0 (b)1

(0) ¢ f(c) dc

A discrete probability distribution may be
represented by

(a) table

(b) graph

(c) mathematical equation
(d) all of these

A probability density function may be
represented by

(a) table

(b) graph

(c) mathematical equation
(d) both (b) and (c)

If ¢ is a constant in a continuous probability
distribution, then p(x = ¢) is always equal to
(a) zero (b) one
(c) negative (d) does not exist

E[X—E(X)] is equal to

(a) E(X) (b) V(X)
©0 d) E(X)-X
E[x-ECO] is

(a) E(X) (b) E(X?)
() V(X) (d) S$.D(X)

If the random variable takes negative
values, then the negative values will have

(a) positive probabilities

- 142 I 12" Std. Business Mathematics and Statistics
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16.

17.

18.

19.

20.

(b) negative probabilities
(c) constant probabilities
(d) difficult to tell

If we have f(x)=2x,0<x<1, then f(x)
isa

(a) probability distribution

(b) probability density function

(¢) distribution function

(d) continuous random variable

T f(x)dx is always equal to

—oo

(a) zero (b) one

(0) E(X) (d) fx)+1

A listing of all the outcomes of an
experiment and the probability associated
with each outcome is called

(a) probability distribution

(b) probability density function
(c) attributes

(d) distribution function

Which one is not an example of random
experiment?

(a) A coin is tossed and the outcome is
either a head or a tail

(b) A six-sided die is rolled

(c) Some number of persons will be
admitted to a hospital emergency
room during any hour.

(d) Allmedical insurance claims received
by a company in a given year.

A set of numerical values assigned to a
sample space is called

(a) random sample
(b) random variable
(c) random numbers

(d) random experiment
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21.

22.

A variable which can assume finite or
countably infinite number of values is

known as
(a) continuous (b) discrete
(c) qualitative (d) none of them

The probability function of a random
variable is defined as

X=x -1 -2 0 1 2

23.

24,

25.

26.

P(x) k 2k 3k 4k 5k

Then k is equal to
(a) zero b L
1 4
(c) — (d) one
15 )
If p(x)=E, x =10, then E(X) is
(a) zero (b) g
(o)1 (d) -1

A discrete probability function p(x) is
always

(a) non-negative (b) negative
(c) one (d) zero

In a discrete probability distribution the
sum of all the probabilities is always equal
to

(a) zero
(b) one
(c) minimum
(d) maximum

An expected value of a random variable is
equal to it’s

(a) variance
(b) standard deviation
(c) mean

(d) covariance
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27.

28.

29.

30.

2.

A discrete probability function p(x) is
always non-negative and always lies

between
(a) 0 and = (b)O0and 1
(c) -1and +1 (d) —c and +oo

The probability density function p(x)
cannot exceed

(a) zero (b) one

(c) mean (d) infinity

The height of persons in a country is a
random variable of the type

(a) discrete random variable
(b) continuous random variable
(c) both (a) and (b)
(d) neither (a) nor (b)
The distribution function F(x) is equal to
() P(X=x)
(b) P(X<x)
() P(X=x)
(d) all of these

Miscellaneous Problems

The probability function of a random
variable X is given by

1

—, forx=-12

o

1
p(x)=<Z’f0rx=0

1
—, forx=10
5 fe

0, elsewhere

Evaluate the following probabilities.

@ p(x<0) (i) p(x<0)

(i) P(|X|<2) (V) p(0<X<10)

Let Xbe a random variable with
cumulative distribution function

Random Variable and Mathematical Expectation I 143 -
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0, if x<0

%,szSx<1

F(x)z<i+§,zfl£x<2

3
—+£,if2£x<3
4 12

1, for3<x.

(a) Compute: (i) p(1< X<2) and
(ii) P(X =3).

(b)Is X a discrete random variable?
Justify your answer.

The p.d.f. of X is defined as
k, for0<x<4
f (x) B {O, otherwise
Find the value of k and also find
P(2<X<4).

The probability distribution function of a
discrete random variable X is

2k, x=1
()= 3k, x=3
J)= 4k, x=5

0, otherwise
where k is some constant. Find (a) k and
(b) P(X>2).

The probability density function of a
continuous random variable X is

a+bx*,0<x<1;
fx)= .
0, otherwise.

where a and b are some constants. Find (i)

aand b if E(X) zg (ii) Var(X).

6. Prove thatif E(X) =0, then
V(X) = E(X 2).

7. What is the expected value of a game that
works as follows: I flip a coin and, if tails
you pay X 2; if heads you pay X 1. In either
case I also pay you X 0.50

8. Prove that, (i) v(ax)=a?Vv(X) and
(i) V(X +b)= V(X)

9. Consider a random variable X with p.d.f

3x%, if 0<x <1
x)=
F {0,otherwise
Find E(X) and V(3X-2).

10. The time to failure in thousands of
hours of an important piece of electronic
equipment used in a manufactured DVD
player has the density function

27, x>0
x)=
A {O, otherwise
Find the expected life of this piece of
equipment.

A variable which can assume finite number of possible values or an infinite sequence of

countable real numbers is called a discrete random variable.

Probability mass function (p.m.f.)

P(X=x,)=p,=p(x;) if x=x,,i=12,..,n,...

P, (x)=p(x)= 0
Conditions:

e p(x,)=0Viand

° Zp(xi)=l

- 144 I 12" Std. Business Mathematics and Statistics
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® Discrete distribution function (d.f.):
FX(x)=P(XSx)forallxeR
i.e.Fy ()= p(x;)

X;<x

® A random variable X which can take on any value (integral as well as fraction) in the interval
is called continuous random variable.

® Probability density function (p.d.f.)

The probability that a random variable X takes a value in the (open or closed) interval [¢,,¢,]
is given by the integral of a function called the probability density function f, (x)

P(t, <X St2)=ffx(x)dx

Other names that are used instead of probability density function include density function,
continuous probability function, integrating density function.

Conditions:

® f(x)=0V«x
° Tf(x)dx=l

® ® Continuous distribution function @&
If X is a continuous random variable with the probability density function f, (x), then the

function F, (x)is defined by

F,(x)=P[X < x]= j fy(B)dt,—o0 < x < o0

is called the distribution function (d.f) or sometimes the cumulative distribution function
(c.d.f) of the random variable X .

® Properties of cumulative distribution function (c.d.f.)
The function F, (X) or simply F(X) has the following properties
(i) 0SF(x)<1l,—o<x<oo
(ii) F(—oo)= lim F(x)=0,and F(+o)= lim F(x)=1.
X—>—oc0 X—>00

(iii) F(-) is a monotone, non-decreasing function; that is, F(a)<F(b) for a<b.

(iv) F(:) is continuous from the right; that is, lim F(x+h)= F(x).
h—0

(v) F'(x):iF(x)zf(x)ZO
dx
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(vi) F'(x)= %F(x) = f(x)=dF(x)= f(x)dx

(vii) gF(x) is known as probability differential of X .

(vili) P(a<x<b)= j-f(x)dx = j- f(x)dx — j f(x)dx
=P(X<b)-B(X<a) ~
= F(b)— F(a)
Mathematical Expectation
The expected value is a weighted average of the values of a random variable may assume.
Discrete random variable with probability mass function (p.m.f.)
E(X)=Y xp(x)

Continuous random variable with probability density function

E(X)= ]: x f(x)dx

The mean or expected value of X, denoted by @, or E(X).
The variance is a weighted average of the squared deviations of a random variable from its
mean.

Var(X)= 2 [x - E(X)]zp(x)

if X is discrete random variable with probability mass function p(x).

Var(X)= [ [ X=EXO)] fe(x)dx
if X is continuous random variable with probability density function f, (x).
Expected value of [X ~E(X)]* is called the variance of the random variable.
ie,Var(X) =E[X - E(X)[ :E(Xz)— [ECO)

z x* p(x), if Xis Discrete Random Variable

whereE(XZ): N
J. x” f(x)dx, if Xis Continuous Random Variable

—oco

If Xis a random variable, the standard deviation of X, denoted by o, is defined as

+Jvarlx].
The variance of X , denoted by aX2 or Var(X)or V(X).
Properties of Mathematical expectation
(i) E(a)=a, where ‘a’is a constant
(i) E(aX)=aE(X)
(iii) E(aX+b)=aE(X)+b,where ‘@’ and ‘b’ are constants.
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(iv) If X=0,then E(X)=0

(V) V(a)=0

(vi) If X is random variable, then V(aX+b)=a’V(X)

® Raw moments

z x"p(x),  fordiscrete

(p’rzE(X’)z -

® Central Moments
¢ = E[(X-0,)]
¢, = E(X) = ¢, the mean of X.
¢, = E[X-¢,] =0.
¢,=E [(X—(pX)Z], the variance of X .

J. x" f(x)dx, forcontinuous

GLOSSARY (seme0&aismmaer)

Absolutely Convergent
Biased

Central moments
Continuous distribution function
Continuous random variable
Cumulative

Discrete distribution function
Discrete random variable
Distribution function

Event

Expectation

Expected value
Mathematical expectation
Mean

Moments

Probability function
Probability mass function
Random variable

Standard deviation
Unbiased

Urn

Variance

Weighted average
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Expected Result is shown
in this picture

P Mean and
for Continuous Distribution

Function f{x)=4x"
Lower Limit=0  Upper Limit=1

&) By = [....w-u.n

L mexty = f:‘u‘a = 06T

Mean = Expectation of X = E{X]} = 0.3

Varisnce of X = E(X%) - E{X)" = 0.00

book there are two Volumes. Select  “Volume-2".

= GeoGebra
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Browse in the link

12" standard Business Mathematics and Statistics :
https://ggbm.at/uzkcrnwr (or) Scan the QR Code.

Step — 1 : Open the Browser, type the URL Link given below (or) Scan the QR Code. GeoGebra
work Book named “12™ Standard Business Mathematics and Statistics” will open. In the work

Step - 2 : Select the worksheet named “Expectation of continuous Random Variable”

You can type the function and the limits in the respective boxes to get E(X), Mean and Variance
for the given Probability Distribution. Calculate yourself and check your answer.
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