Shortcuts And Important Results To Remember

1 | Alexists = Ais square matrix.
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No element of principal diagonal in a diagonal matrix is
zero.

If Ais a diagonal matrix of order n, then
(@) Number of zeroes in Aisn (n = 1)
(b) Ifdy,dy,ds, ...,
A=diag {d;,d,,d3, ...,
and |A=ddds...d,
A" =diag @; " d5"dg"..dh
(c) Diagonal matrix is both upper and lower triangular.
(d) diag {ay, @ as, ..., a,} x diag {b;, b5, b3, ..., b}
=diag {aby, ab, agbs, ..., a,0,}

d,, are diagonal elements, then
dn}
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If A= nd then A" = nd
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If Aand B are square matrices of order n, then

(@) | kKA| =Kk Al k is scalar

(b) | AB| =[ Al| B|

(c) | kKAB| =k"| A|| B|, k is scalar

(d) [AB|=]BA|

() | AT| =| A =| A%, where A is conjugate transpose

matrix of A
fy | A" =] A7, m ON

Minimum number of zeroes in a triangular matrix is given

by nin=- 1), where n is order of matrix.

If Ais a skew-symmetric matrix of odd order, then| Al =
and of even order is a non-zero perfect square.

If Alis involutory matrix, then
a)|A=x1

(b) ;(/ + A)and — ( A)are idempotent and

5(/+A).E

If Ais orthogonal matrix, then| A/ = +1

(I -A =0

To obtain an orthogonal matrix B from a skew-symmetric
matrix A, then

B=(-A7(+AorB=(-A( +A"

The sum of two orthogonal matrices is not orthogonal
while the sum of two symmetric (skew-symmetric)
matrices is symmetric (skew-symmetric)

The product of two orthogonal matrices is orthogonal
while the product of two symmetric (skew-symmetric)
matrices need not be symmetric (skew-symmetric)
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The adjoint of a square matrix of order 2 can be easily
obtained by interchanging the principal diagonal elements
and changing the sign of the other diagonal.

b -b
ie., IfA:Ea Dthen adj (A):[u =
¢ of He af
If| A #0,then| A = —
\ AI
If Aand B are invertible matrices such that AB =C, then

18 =Cl
Al

Commutative law does not necessarily hold for matrices.

If AB = — BA, then matrices A and B are called
anti-commutative matrices.

If AB =0, it is not necessary that atleast one of the matrix
should be zero matrix.

For example, If A= E) 2Eand B= g Ogthen

%) HWh||e neither A nor B is the null matrix.

If A, B and C are invertible matrices, then

(@) (AB)"' =B7'A™"

(b) (ABC)"'=CB'A™

If Biis a non-singular matrix and Ais any square matrix,
then det (B™'AB) = det (A)

If Ais a non-singular square matrix of order n, then adj
(adj A =[ A" "2 A

If Ais a non-singular square matrix of order n, then
|adj (adj (ad]... (adj (adjA))| =| A" "
m times
0 ao0d

If A= AT =0, 0nm 2
o of

O (A+1) =] +nA

If Aand B are two symmetric matrices, then
A+ B, AB + BA are symmetric matrices and AB — BAis a
skew-symmetric matrix.

If Aand B are two square matrices of order n and A be a
scalar, then

() Tr (M) = ATr(A)
Tr(A)

,); —
I+
s
1

Tr(B)
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26 If rank of a matrix Ais denoted by p(A), then
(i) p(A)=0,if Ais zero matrix.
(i) p(A) =1, if every element of Ais same.
(iiiy If Aand B are square matrices of order n each and
p(A)=p(B)=n,thenp(AB)=n
(iv) If Ais a square matrix of order nand p(A) =n —1,then
p(adj A)=1andifp (A)<n -1 thenp (adj A)=0
27 System of planes
apX + apy tapz =b,
Ay X + any + @z =b,
and a3 X + gy + 8337 =bs
Augmented matrix C =[A: B]and if Rank of A=r and
Rank of C =s, then
(i) If r =s =1 then planes are coincident
(i) If r =1, s =2, then planes are parallel
(iii) If r =s =2,then planes intersect along a single straight
line
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(iv) If r =2, s =3 then planes form a triangular prism
(v) If r =s =3 then planes meet at a single point
If P is an orthogonal matrix, then det (P) =+ 1
(i) P represents a reflection about a line, then
det(P)=-1
(i) P represents a rotation about a point, then
det (P)=1.
Cayley-Hamilton Theorem : Every matrix satisfies its
characteristic equation.
For Example, Let Abe a square matrix, then| A—A/| =0is
the characteristic equation for A.
If A% = 6A% + 1]\ -6 =01is the characteristic equation for
A then A® - 6A% + 11A -6/ =0.Roots of characteristic

equation for A are called eigen values of Aor
characteristic roots of A or latent roots of A. If A is a
characteristic root of A, then A™'is characteristic root of
AT



